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In this paper, we consider a schematic solu­
tion of the pipeline multiplier modulo, where 
multiplication begins with the analysis of the 
lowest order of the polynomial multiplier, which 
can serve as an operating unit for high-speed 
encryption and decryption of data by hard­
ware implementation of cryptosystems based on  
a non-positional polynomial notation. The func­
tional diagram of the pipeline and the structure 
of its logical blocks, as well as an example of 
performing the operation of multiplying poly­
nomials modulo, are given. The correct func­
tioning of the developed circuit was checked 
by modeling in the Vivado Design Suite com­
puter-aided design for the implementation  
of the multiplication device on the develop­
ment/evaluation kit Artix-7 based on the 
Spartan 6 field-programmable gate array series 
by Xilinx. The effectiveness of the proposed  
hardware pipeline multiplier in modulo is con­
firmed by the Verilog Testbench timing dia­
gram implemented for the evaluation kit Artix-7  
field-programmable gate array. In addition, 
the developed pipelined modulo multiplier takes 
no more than 0.02 % of the resources of the 
used field-programmable gate array for a given 
length of input data. Compared to the matrix 
multiplication method, a pipelined modulo mul­
tiplier can handle a large data stream without 
waiting for the result of the previous multiplica­
tion step. The modulo pipelined multiplier depth 
depends on the bit width of the input data. The 
developed pipeline device can be used in digi­
tal computing devices operating in a polyno­
mial system of residue classes, as well as for 
high-speed data encryption in blocks of cipher 
processors operating on the basis of a non-posi­
tional polynomial number system
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1. Introduction

Modern cryptography requires a search for more efficient 
calculation methods to improve the performance of the final 
encryption device [1–5]. A high-speed device for encrypting 
and decrypting data can be built on the basis of non-positio
nal polynomial number systems (NPNS).

This is due to the fact that the NPNS belongs to the sys-
tem of residue classes [6, 7], where the number A is represen
ted as consecutive residues or deductions obtained by divid-
ing the number A by the given positive integers p1, p2,..., pn, 
which are called the bases of the system. The main advantage 
of such a number system is the absence of transfers between 
residues when performing various arithmetic operations on 
the same-named residues on their base. This will make it pos-

sible to process data for each of the bases in parallel, which 
significantly speeds up the calculation process.

Therefore, research devoted to the development of pipe-
lined polynomial multiplier modulo irreducible polynomials 
is relevant for improving the performance of cryptosystems 
in comparison with the existing above computation methods.

2. Literature review and problem statement

The paper [8] presents the results of coprocessor architec-
ture for cryptography, where they use parallel multiplication to 
optimize and reduce the overall cycle count. The Saber engine 
was chosen to encapsulate lattice-based keys as an example.  
It is shown that multiplication of polynomials is an integral 
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part in Saber. However, because Saber uses power-of-two 
modules, it cannot simply use the Fast Asymptotic Number 
Theoretic Transform (NTT) based on polynomial multiplica-
tion. This leads to some changes when it is implemented for 
a lattice-based system. The authors in [9] show options for 
reducing the number of multiplication operations using the 
arithmetic of finite fields. The disadvantage of this method 
is its great complexity due to the large number of commands 
required to calculate the product of polynomials. Accordingly, 
in [8, 9] it is necessary to increase productivity; for this, when 
multiplying big data, it is necessary to take into account the 
number of operations performed per cycle. Additionally, if the 
residues and bases of the system are represented in a positional 
number system, then when performing arithmetic operations 
on the same-named residues, internal inter-digit transfers will 
be generated, which slows down the calculation process. In 
particular, in the paper [10] a digital signature scheme with 
error detection and correction was proposed, as well as the 
paper [11] considers the use of non-positional polynomial 
number systems (NPNS) to create a digital signature algo-
rithm (EDS) and cryptographic methods. The works [10, 11] 
contain algorithms for the operation of polynomial multiplica-
tion, which are used in this paper. But the options to accele
rate polynomial multiplication due to the organization of the 
pipelined or matrix method are not presented. In addition, 
modification of the encryption algorithm is required in order 
to be used in modern hardware encryption systems.

In [12], EDS module algorithms for block data encryp-
tion (based on exponentiation transform) were considered, as 
well as in [13], the development using NPNS was considered. 
In [12, 13], only software implementations of encryption and its 
testing with various test data are presented. As known, crypto-
systems based on NPNS can be implemented in software, hard-
ware-software and hardware. The main advantage of hardware 
and software implementation is high speed. Accordingly, to in-
crease the speed of the encryption algorithm and the multiplica-
tion operations used in it, it needs to be implemented in hardware. 

The central block of the cryptosystem in hardware 
implementations is the multipliers of polynomials modulo 
irreducible polynomials. The paper [14] presents a hardware 
implementation of the block for multiplying polynomials 
modulo irreducible polynomials in which the time of multi-
plying polynomials is directly proportional to the length of 
the multiplier. Nevertheless, the multiplication of polyno-
mials occurs sequentially, which leads to delays while wait-
ing for a response from the previous cycle. The paper [15] 
also presents a hardware implementation of the block for 
multiplying polynomials modulo irreducible polynomials. 
However, in this work, the multiplication of polynomials is 
accelerated relative to the work [14] due to the organization 
of the multiplying blocks in a matrix way. However, even here 
delays appear due to the fact, that the block has to wait for  
a response from the previous multiplication block. 

All of the above papers do not consider the acceleration of 
multiplication of polynomials with a pipelined structure for 
processing an encrypted data stream.

3. The aim and objectives of the study

The aim of the study is to develop software and hardware 
that perform pipeline multiplier modulo in a non-positional 
notation. This will increase the efficiency of the implementa-
tion of algorithms for cryptographic protection of information.

To achieve the aim, the following objectives were set:
– to develop multipliers modulo with a pipelined orga-

nization, on the basis of which encryption and decryption of 
data, as well as comparison with sequential, parallel actions 
and analysis of advantages, are carried out;

– to develop and test an encryption device using FPGA 
based on non-positional polynomial notation.

4. Materials and methods 

In the pipeline organization, the entire process of multi-
plying polynomials modulo is divided into a sequence of com-
pleted steps [16]. Each of the steps of the polynomial multipli-
cation procedure is performed on its own stage of the pipeline 
and these stages work simultaneously. The results obtained at 
the i-th stage are transmitted to the (i+1)-th stage for further 
processing. The transfer of information from stage to stage 
occurs through buffer memory, which is placed between them.

The stage that has completed its operation stores the 
result in buffer memory and can proceed to perform the next 
portion of the operation data, while the next stage of the 
pipeline uses the data stored in buffer memory at its input 
as the initial data. The synchronicity of the pipeline stages is 
provided by clock signals, the period of which is determined 
by the slowest stage of the pipeline and the delay in the buffer 
memory element.

In a pipelined multiplier, N-stage multipliable data can be 
fed to the input with an interval N times smaller than in the 
case without pipelined multiplication. At the same pace, the 
results appear in the output.

The correct functioning of the developed circuit was 
checked by modeling in the Vivado Design Suite CAD for 
the implementation of the device on the Artix-7 FPGA series 
from Xilinx [17]. At the same time, the Verilog hardware de-
scription language was chosen for the device description [18].

5. Results of research on pipelined polynomial multiplier 
modulo irreducible polynomials

5. 1. Results of the development of a multiplier scheme 
modulo with a pipelined organization

In this paper, an N-stage pipeline scheme has been deve
loped for multiplying the polynomials A(x) and B(x) modulo 
the irreducible polynomial P(x), where the multiplication 
starts with a low-order analysis (Fig. 1). In the multiplica-
tion process, in each multiplication cycle, the coefficients 
of the polynomials B1(x), B2(x),..., Bk(x) are taken into the 
N-bit input register RgB(x). The binary coefficients of irre-
ducible polynomial modules P1(x), P2(x),..., Pk(x) are taken 
into the input register RgP(x). The binary coefficients of the 
polynomials A1(x), A2(x),..., Ak(x) in each clock cycle are 
taken into the multiplicative register RgA(x).

The first stage of the pipeline consists of a circuit block 
AND1, a partial remainder former PRF.1, registers Rg(x).1, 
Rgr0 and RgR0.1, which are buffer registers of the I-stage of 
the pipeline. The control input of the circuit block AND1 is 
connected to the low-order bit RgB(x), where the low-order 
bit of the binary coefficients of the multiplier polynomials 
B(x) is stored. The information inputs of the circuit block 
AND1 are connected to the outputs of the register RgA(x) 
from where the binary coefficients of the polynomials A1(x), 
A2(x), ..., Ak(x) are received as clock signals. The doubled 
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values of the binary coefficients of the polynomials 2A1(x), 
2A2(x),..., 2Ak(x) are associated with the inputs of the partial 
remainder former PRF.1. The other inputs to the PRF.1 are 
connected to the outputs of the register RgP(x). The outputs of 
the RgB(x) register are also connected to the RgB(x).1 register. 
The outputs of PRF.1 are associated with the Rgr1 register. 
The outputs of the RgP(x) register are also connected to the 
inputs of the RgP(x).1 register. The outputs of the AND1 cir-
cuit block are connected to the RgR0 register of the first stage.

 
Fig. 1. Pipeline multiplier of polynomials modulo, where 
multiplication begins with the analysis of the lowest bits 	

of the multiplier polynomial

The second stage of the pipeline contains blocks AND2, 
PRF.2 and the adder modulo two (AddM2.1), the buffer regi
sters of the II-nd stage are RgB(x).2, Rgr2, RgP(x).2, RgR1.

The control inputs of the circuit block AND2 are con-
nected to the lowest bit of the register RgB(x).1, and the 
information inputs of the circuit block AND2 are connected 
to the output Rgr1.

The first inputs of PRF.2 are also connected to the outputs 
of the Rgr1 register. The second inputs of PRF.2 are associa
ted with the register RgP(x).1. The outputs of the AND2 
circuit block are connected to the first inputs of AddM2.1. 
The second inputs of AddM2.1 are connected to the outputs 
of the RgR0 register. The outputs of the register RgB(x).1 are 
associated with the inputs of the buffer register RgB(x).2, and 
the outputs of PRF.2 are connected to the buffer register Rgr2, 

the outputs of the buffer register of the I-stage RgP(x).1 are 
connected to the buffer register RgP(x).2 of the second stage. 
The outputs of the adder modulo two AddM2.1 are connected 
to the outputs of the RgR1 register of the second stage.

Similar blocks AND, PRF, AddM2 and links are avail-
able in other stages of the pipeline. The exception is the 
N-stage, where there is a block of logic circuits AND.N-1 and 
AddM2.N-1 and the buffer register of the N-stage RgR.

The control input of the circuit block ANDN–1 is supplied 
from the register RgB(x).N–1, the highest digit of the binary 
coefficient of the multiplier B(x) – bN–1, a partial remainder 
rN–1 is fed to the information input from the output of the 
register RgRN–1.

The ANDN–2 outputs are connected to the first inputs  
of AddM2.N–1. The second inputs are connected to the out-
puts of the buffer register RgRN–2 N–1 stage. The AddM2.N–1 
outputs are linked to the N-stage buffer register RgR.

The logical blocks of the pipeline stages are partial re-
mainder formers PRF and adders modulo two AddM2. The 
functional diagram of the PRF is shown in Fig. 2, which 
serves to form a partial remainder ri-th doubled value from 
the previous partial remainder ri–1 modulo P(x). The double 
value of the previous remainder 2ri–1 is obtained by shifting 
ri–1 towards the highest by one digit. The PRF includes an 
N-bit adder modulo two AddM2 and an MS multiplexer.

 
Fig. 2. PRFi function diagram

In this circuit, if 2ri–1i ≥ Р(х), then the highest digit (H) 
of the 2r–1 code takes the value «1», which allows the AND2 
circuit block to transmit the result of performing operations 
ri = 2ri–1 to the PRF outputs.

If the highest bit of the code 2ri–1 takes the value «0», 
i.e. H = 0, then this indicates that 2ri–1<Р(х). In this case, 
the AND1 circuit block outputs the values 2ri–1. In this case, 
2ri–1 = ri ⊕ Р(х).

The adder modulo two AddM2 consists of an N-bit adder 
modulo two. At the inputs of which the values of partial resi
dues ri and the values of intermediate residues Ri–1 are fed 
and the value is formed at the outputs:

R r Ri i i= ⊕ −1.

Consider the operation of the pipeline. Parallel transfer 
of the first three polynomials B1(x), A1(x) and P1(x) to the 
inputs of the buffer registers of the first stage is carried out 
by the first clock pulse (Clock.1). During the action of this 
pulse, the control input of the circuit block AND1 is fed with 
the value of the lower bit b0 of the polynomial B1(x), and the 
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information inputs AND1 are fed with the binary coefficients 
of the polynomial A1(x) from the register A(x) and at b0 = 1, 
an intermediate residue R0 = r0 is formed at its outputs, which 
is written to the register RgR0. By the same pulse, the binary 
coefficients of the A1(x) polynomial with a shift of one digit 
towards the higher digits are transmitted to the first inputs 
PRF.1, and the binary coefficients of the module P1(x)) are 
transmitted to its second inputs. At the output of PRF.1, par-
tial residue r1 is formed, which is stored in the register Rgr1. 
Simultaneously, by the Clock.1 pulse, the binary coefficients 
of the polynomials B1(x) without bit b0 and the binary bits 
of the polynomial P1(x) are transferred to the buffer regis-
ter RgB(x).1, and the contents of the register RgP(x) will 
change to RgP(x).1 of the first stage.

On the trailing edge of the Clock.1 pulse, the second 
triple of polynomials B2(x), A2(x) and P2(x) is taken into the 
input registers of the pipeline.

After the second Clock.2 pulse on the leading edge, the 
contents of the buffer registers of the first stage are trans-
ferred to the buffer registers of the second stage. In this case, 
the unit circuits AND2 b1r1 operation is performed and the 
result is transmitted to the first inputs of the adder modulo 
two AddM2.1, and the second inputs receive the contents of 
RgR0–R0 and at the output AddM2.1, the intermediate value 
of the residue R1 is formed, which will be written to the buffer 
register RgR1 of the second stage. The second clock pulse is 
Clock.2 from the output of the register Rgr1 with a shift of 
one digit in the direction of the highest, the value 2ri is trans-
mitted to the first inputs PRF.2, and on the second inputs 
PRF.2, the value of the module P(x) is also transmitted, at the 
outputs PRF.2 a partial remainder r2 is formed, which is stored 
in the buffer register of the 2-stage pipeline Rgr2. To the buffer 
register RgB(x).2, the contents from RgB(x).1 without bit b1 
are transferred, and to the register RgP(x).2, the contents of 
RgP(x).1 are transferred. On the trailing edge of the Clock.2 
pulse, the third triple of polynomials B3(x), A3(x), and P3(x) 
is taken to the input registers of the pipeline. Polynomials 
B2(x), A2(x) and P2(x) along the leading edge of Clock.2 are 
processed on the logic blocks of the first stage and as a result, 
partial residues r1 and R0 are formed according to the binary 
coefficients of the polynomials of the second triple, which are 
written to the buffer registers of the first stage.

After the third Clock.3 pulse is applied in the buffer regi
ters Rgr3 and RgR2 of the fifth stage, the residues r3 and R2 
of the first three polynomials are stored. The buffer registers 
of the second stage, Rgr2 and RgR1, store the residues r2 and 
R1 of the second triple of polynomials, and the buffer register 
of the first stage stores r1 and R0 of the third triple of poly-
nomials and on the trailing edge of Clock.3, the fourth triple 

of polynomials B4(x), A4(x) and P4(x) is taken to the input 
registers of the device.

After the Clock.4 pulse is applied fed to the pipeline, 
the fourth triple B4(x), A4(x) and P4(x) is processed by the 
logical blocks of the first stage, the third three polynomials 
B3(x), A3(x), P3(x) are processed in the logical block II stage, 
the second three polynomials B2(x), A2(x) and P2(x) are pro-
cessed in the logical block III-stage pipeline, the first three 
polynomials B1(x) A1(x) and P1(x) are processed in logical 
units IV-stage pipeline.

After the Clock.N pulse is applied, from the register  
RgB(x).N–1, the value of the bN–1 bit is fed to the control 
input of the AND.N–1 circuit block, and the rN–1 value is fed 
to its control inputs from the buffer register RgrN–1 of the  
N–1 stage. The result from the outputs of the circuit  
block NN–1 is fed to the inputs of the adder modulo two 
AddM2.N–1, and at its second input, the value RN–1 is fed 
from the register RgRN–1 and at the output AddM2.N–1, the 
result R = [A1(x)·В1(x)]·modР1(х) = RN–1 is formed, which is 
recorded in the register RgR.

After applying the N+1 clock signal at the outputs of the 
RgR register, the result of multiplication modulo polyno
mials is formed:

[A1(x)·В1(x)]·modР1(х) = RN.

Further, as the next clock signals are applied, the output 
of the multiplier circuit will have the value of the residues 
RN+1, RN+2, …, RN+K.

Consider an example of multiplying polynomials modulo 
on a four-stage pipeline (N = 4) of the following polynomials, 
which are shown in Table 1.

Table 2 shows the results of step-by-step calculation of 
the parameters of triples of polynomials TP1÷TP3 modulo  
on a four-stage pipeline.

Table 1
Input data

TPi Polynomials Binary representation

TP1

A(x)1 = x2+1 01012

B(x)1 = x3+x+1 10112

P(x)1 = x4+x+1 100112

TP2

A(x)2 = x3+x+1 01012

B(x)2 = x3+x2+1 11012

P(x)2 = x4+x3+1 110012

TP3

A(x)3 = x3+x2 11002

B(x)3 = x3+x 10102

P(x)3 = x4+x3+x2+x+1 111112

Table 2

Results of step-by-step calculation of parameters of polynomials ТP1, ТP2 and ТP3 on a four-stage pipeline

Clock

Polynomials
Clock 1 Clock 2 Clock 3 Clock 4 Clock 5 Clock 6

А(x)1 = 0101 
В(x)1 = 1011 

Р(x)1 = 10011

r1 = 1010 
R0 = А(x)1 = 0101

r2 = 0111 
R1 = 1111

r3 = 1110 
R2 = 111

R3 = 0001 – –

А(x)2 = 1011 
В(x)2 = 1101 

Р(x)2 = 11001
–

r1 = 1111 
R0 = 10112

r2 = 0111 
R1 = 1011

r3 = 1110 
R2 = 1100

R3 = 0010 –

А(x)3 = 1100 
В(x)3 = 1010 

Р(x)3 = 11111
– –

r1 = 0111 
R0 = 0000

r2 = 1110 
R1 = 0111

r3 = 0011 
R2 = 0111

R3 = 01002
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Checking:

R = [A(x)1·B(x)1]modP(x)1 = 

= (x3+x+1)(x2+1)modx4+x+1 = 

= (x5+x2x+1)modx4+x+1 = 1.

The polynomial R = x0 = 1 corresponds to the binary  
code 00012:

R = [A(x)2·B(x)2]modP(x)2 = 

= (x3+x+1)(x3+x2+1)modx4+x3+1 = 

= (x6+x5+x4+x3+x2+х+1)modx4+x3+1 = х.

The polynomial R = x corresponds to the binary  
code 00102:

R = [A(x)3·B(x)3]modP(x)3 = 

= (x3+x2)(x3+x)modx4+x3+x2+х+1 = 

= (x6+x5+x4+x3)modx4+x3+x2+х+1 = х2.

The polynomial R = x2 corresponds to the binary  
code 01002.

5. 2. FPGA-based hardware implementation of pipe-
line multiplier circuit

The results of multiplication of polynomials TP1-0001 
are formed at the output of the pipeline after the CLK.4 
clock pulse is applied. The results of processing triples of TP2  
and TP3 polynomials accordingly, 0010 and 0100 at the pipe-
line outputs are formed after the CLK.5, CLK.6 clock signals 
are applied.

After applying clock signals CLK.1, CLK.2, CLK.3, tri-
ples of polynomials TP1, TP2 and TP3 are fed from the input 
generators to the inputs of the first stage of the pipeline.

Thus, it took six cycles to multiply four-bit polyno
mials modulo.

Fig. 3 shows a time diagram of the modulo operation of the 
pipeline multiplier for triples of polynomials TP1, TP2 and TP3.

Table 3 shows the number of LUTs of slices, the num-
ber of fully usable LUTRAM and FF pairs, the number of  
IOBs linked, the number of BUFG necessary in the design of 
the microcircuit.

The use of hardware resources, namely registers, increa
ses as the length and depth of the encryption block increase. 
The algorithm is implemented for n-bit input data.

Table 3

Hardware parameters summary as FPGA synthesis report

Resource Estimation Available Utilization, %

LUT 14 63,400 0.02

LUTRAM 1 19,000 0.01

FF 52 126,800 0.04

IO 29 210 13.81

BUFG 1 32 3.13

6. Discussion of experimental results  
of pipeline multiplier

The pipelined implementation of multiplication of poly-
nomials shown in Fig. 1 is one of the methods for speeding up 
the operation of circuits, which represents a speed increase at 
a large data stream. Due to the pipeline structure of the circuit, 
all data are calculated without waiting for the end of the calcu-
lation of the previous data. In the sequential implementation 
of the polynomial multiplication circuit, the calculation of the 
next data has to wait for the end of calculation of the previous 
one, which leads to delays in obtaining the results of the multi-
plication. So, we can note the high performance of the pipeline 
calculation method relative to the sequential one. For clarity, 
below is a temporary calculation of the multiplication of poly-
nomials using the pipeline method and without it.

As a result, the high performance of the system in time 
due to the pipelined method of calculation can be noted. For 
this purpose, the processing time of polynomials with and 
without a pipeline is given below.

The processing time for polynomials without the pipeline 
is defined by the formula Тw.p. = NKTdcp, where K is the num-
ber of processed triples of polynomials, N is the number of 
stages of the pipeline, Тdcp is the duration of the clock period, 
which is determined by Тdcp = ТPRF+Tbr, where ТPRF is the time 
of forming the partial residues, Tbr is the recording time result 
format in the buffer registers. 

The processing time over K input streams of polynomials 
on an N-stage pipeline with a clock period Тdcp can be deter-
mined by the ratio [10]:

TNK = (N+(K–1))Tdcp.

This formula reflects the fact that N cycles must pass 
before the result of calculating the first three polynomials  
appears at the output of the pipeline. The gain in time C 
during pipelining can be calculated by the formula:

С = (NK–(N+K–1)Тdcp.

 
Fig. 3. Time diagram of the operation of a four-stage pipeline
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For our example shown in Fig. 3, K = 3 and N = 4, then:

С = (3·4–(4+2))Тdcp = (12–6)Тdcp = 6Тdcp.

As the number of processed triples of polynomials K 
and the number of steps N increase, the value of C increases 
sharply. For example, when K = 50 and N = 10.

С = [(50·10)–(10+49) Тdcp] = (500–59) = 441 Тdcp.

In accordance with the calculations presented above, the 
use of the pipeline method of multiplication of polynomials 
in this work shows an increase in the speed of work even 
when using polynomials of small bit. Nevertheless, as we 
know, cryptosystems use polynomials of large capacity and, 
accordingly, the difference in speed will grow with bit length.

Thus, the pipeline multiplier modulo, in comparison with 
the considered multiplication methods [14, 15, 19] (sequen-
tial, matrix), makes it possible to process the initial data in 
a streaming mode. This method improves the performance 
of the data encryption process. The developed pipeline 
multiplier can be used in hardware and software-hardware 
implementations of NPNS cryptosystems.

As shown in Fig. 1, the polynomial multiplication pipe-
line scheme consists of N multipliers, which in turn perform 
the polynomial multiplication operation. Accordingly, with 
an increase in the bit length of the polynomials, hardware 
resources that will be used in the construction of this circuit 
will also increase. To eliminate this shortcoming, it is planned 
to optimize the polynomial multiplication circuit used as part 
of the pipeline. One option is to consider several bits of the 

multiplier per clock signal, which leads to the use of a small 
number of steps in polynomial multiplications and a decrease 
in the hardware resources used. 

7. Conclusions

1. A more efficient functional diagram with a detailed 
structure of logical blocks has been developed based on 
the pipeline multiplier modulo. In addition to the fact that 
this method can process a large data stream, the pipelined 
method has an internal buffer memory, which allows the cal-
culation to be performed independently of previous calcula-
tions. For the hardware implementation of this algorithm,  
FPGA was chosen, where it is possible to implement all the 
features of the developed circuit. The time characteristics  
of performing calculations with sequential and matrix cir-
cuits were compared and the advantages of the new circuit 
were shown.

2. The functional circuit model was tested by using 
FPGA Artix 7, where the multiplication operation is per-
formed without error for a minimum of 4 bits of data  
in 10 ns. In this case, the hardware resource used is no more 
than 0.02 %.
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