
Information and controlling system

15

Copyright © 2022, Authors. This is an open access article under the Creative Commons CC BY license

DEVELOPMENT OF A MODIFICATION 
OF THE METHOD FOR 

CONSTRUCTING ENERGY-EFFICIENT 
SENSOR NETWORKS USING STATIC 

AND DYNAMIC SENSORS

V o l o d y m y r  P e t r i v s k y i
Postgraduate Student*

V i k t o r  S h e v c h e n k o
Doctor of Technical Sciences, Professor*

S e r h i i  Y e v s e i e v
Corresponding author

Doctor of Technical Sciences, Professor***
E-mail: Serhii_Yevseiev@khpi.edu.ua

O l e k s a n d r  M i l o v
Doctor of Technical Sciences, Professor***

O l e k s a n d r  L a p t i e v
Doctor of Technical Sciences, Associate Professor, Senior Researcher

Department of Cyber Security and Information Protection**
O l e k s i i  B y c h k o v

Doctor of Technical Sciences, Professor*
V i t a l i i  F e d o r i i e n k o

Senior Researcher
Section of Information Technology Development Department of Information 

Technology Development and Implementation of Informatization Projects of the 
Armed Forces of Ukraine of the Center for Military Strategic Studies

The National Defence University of Ukraine named after Ivan Cherniakhovskyi
Povitroflotskyi ave., 28, Kyiv, Ukraine, 03049

M a k s i m  T k a c h e n k o
PhD*

O l e g  K u r c h e n k o
PhD, Associate Professor, Senior Researcher*

I v a n  O p i r s k y y
Doctor of Technical Sciences, Professor

Department of Information Security
Lviv Polytechnic National University

S. Bandery, str., 12, Lviv, Ukraine, 79013
*Department of Programming and Computer Equipment**

**Taras Shevchenko National University of Kyiv
Volodymyrska str., 60, Kyiv, Ukraine, 01033

***Department of Cyber Security
National Technical University «Kharkiv Polytechnic Institute»

Kyrpychva str., 2, Kharkiv, Ukraine, 61002

Due to the widespread use of sen-
sors and sensor networks in the tasks 
of territory coverage, the relevant cri-
teria are maximizing coverage and 
minimizing energy consumption. At the 
same time, the compliance of the net-
work with these criteria is an urgent 
problem in the modern technological 
world. A modification of the method 
for constructing energy-efficient sensor 
networks is proposed by introducing 
an additional criterion for minimizing 
the number of sensors and limiting the 
number of sensors used, which allows 
reducing the energy consumption of 
sensor networks by 19 %. In the result-
ing optimization problem, the optimali-
ty criteria are the functions of minimiz-
ing the area of uncovered territory, the 
value of energy consumption, and the 
number of sensors. The optimum solu-
tion is formed by pairs of values of the 
coverage radius and the level of inter-
section of the coverage areas, which  
provide maximum coverage while mini
mizing energy consumption and the 
number of sensors used. To solve the 
problem, the parameter convolution 
method and the genetic algorithm were 
used. In the case of dynamic sensors, 
the problem is to find such a trajec-
tory of the sensor that provides the 
maximum flyby of the territory with  
a minimum length. A grid algorithm is 
proposed to find the necessary trajec-
tory. The presented algorithm consists 
in dividing the territory into nodes and 
estimating the value of the covered ter-
ritory by the sensor in this node. After 
the formation of estimates, the search 
for a Hamiltonian path was used. The 
case of a multiply connected territo-
ry with the possibility of turning it into  
a simply connected one is considered. 
A scheme for finding the parameters of 
energy-efficient coverage of the terri-
tory using static and dynamic sensors 
is proposed
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1. Introduction

Sensors and sensor networks are widespread in all spheres 
of human activity. The use of sensors is provided by their ad-

vantages, such as small size, various measured values, ease of 
software development, low power consumption, mobility, ser-
vice life. Also, many tasks, such as collecting, analyzing, iden-
tifying and measuring data, can be solved using sensors [1, 2].  
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In addition, sensors are an integral part of the Internet of 
Things and the Internet of Everything technolo gies [3, 4].

In practice, the key criteria for building sensor networks 
in the monitoring task are territory coverage, energy efficien-
cy and the total cost of the network. The maximum coverage 
of the territory is achieved by placing additional sensors and 
increasing the coverage radius of the sensors. An increase 
in the coverage radius increases power consumption, and 
an increase in the number of sensors increases the total cost 
of the network and its maintenance. With dynamic sensors, 
the maximum coverage is achieved by flying over the entire 
territory. Also, in this case, the sensor spends battery power  
not only for collecting information, but also for movement. 
Obviously, minimizing the length of the flight path will reduce 
the power consumption of the sensor and significantly in-
crease the battery life. Also noteworthy is the reduction in the 
sensor size, resulting in a decrease in the device’s battery size.  
In turn, the price of high-tech sensors increases.

Currently, there are a number of studies on the construc-
tion of sensor networks, taking into account the criteria for 
maximizing the coverage, total cost and energy efficiency of 
networks. But most of them take into account only one of the  
criteria and do not take into account the possibility of 
changing the coverage radius during the sensor movement. 
The development of a method for finding optimum network 
parameters, which simultaneously takes into account the cri-
teria for maximizing coverage, minimizing energy consump-
tion and the number of sensors, changing the coverage radius 
during movement, is an urgent scientific task. The solution 
of the described problem will make it possible to find the 
parameters of sensor networks that will provide maximum 
coverage of the territory with minimal energy consumption, 
which, in turn, will increase the network life.

2. Literature review and problem statement

The paper [5] proposes a method for optimum coverage 
of the territory with sensors of different ranges. To solve this 
problem, the authors modified the least squares method. The 
optimality criterion is the maximum coverage of the territory 
with a minimum intersection of the coverage areas. But the 
paper does not take into account the power consumption of 
sensors, and reducing the intersection of coverage areas can 
lead to the formation of uncovered areas. Optimizing the lo-
cation of sensors to solve the problem of critical network co
verage with the goals of accuracy and cost is proposed in [6].  
The issue of the energy efficiency of the coverage remains 
untouched. An algorithm for covering a territory of ar-
bitrary geometry with sensors with a coverage radius by 
approximating the territory with an orthogonal polygon is 
presented in [7]. The disadvantage is the location of sensors 
without the possibility of crossing the coverage areas, which  
will result in the impossibility to transmit information among 
the sensors and the presence of uncovered areas.

The paper [8] considers the problem of energy-efficient 
regular coverage of a flat area with sensors with two selected 
observation radii. The known results on the coverage quality 
are improved, and the total energy consumption for monitor-
ing and data transmission among the sensor network elements 
is optimized. But the issue of the possibility of regulating the 
coverage radii and the intersection area of the sensors remained 
unresolved. The paper [9] proposes a method for minimizing 
the energy consumption of the sensor network by regulating 

the coverage radii. The disadvantages of the proposed method 
are the use of a fixed value of the intersection level of the cover-
age areas and a decrease in the total network coverage. 

An approach to minimizing the power consumption of 
mobile sensors by adjusting the coverage radii is described 
in [10]. The authors do not take into account the maximiza-
tion of territory coverage during sensor movement. The pa-
per [11] presents algorithms for constructing the sensor flight 
path of minimum length with a maximum accumulation of 
information, but the flyby of the entire territory is not taken 
into account and hard-to-reach areas are missed. The clus-
tering method proposed in [12] is based on the midpoint me
thod, taking into account the residual energy and the distance 
between nodes. But this approach does not provide maximum 
territory coverage. The search for the flight path of the sen-
sor as a traveling salesman problem is presented in [13]. The 
proposed approach does not provide coverage of the entire 
territory. In [14], for efficient runoff-based data collection, 
the trajectory of mobile runoff based on the Moore curve 
was considered. In this case, the sensor coverage radius is not 
taken into account, which will result in a flyby of already cov-
ered areas of the territory. The algorithm for constructing the 
motion trajectory of the sensor based on pseudo-shape control 
is presented in [15]. The proposed algorithm does not take 
into account the sensor coverage radius and the possibility of 
capturing the area outside the required territory.

Thus, an unresolved problem in the construction of sensor 
networks is to simultaneously take into account the criteria for 
maximizing coverage, minimizing the power consumption of 
the sensor network, reducing the number of sensors, and also 
finding the optimum sensor flight path, taking into account 
the coverage of the territory. The proposed approach to modi-
fying the method of building energy-efficient sensor networks 
allows maximizing the coverage area, minimizing the network 
power consumption, and reducing the number of sensors used. 

3. The aim and objectives of the study 

The aim of the study is to develop a modification of the 
method for constructing energy-efficient sensor networks 
using static and dynamic sensors. This approach allows mi
nimizing the number of sensors involved when using static 
sensors, as well as finding the optimum trajectory for flying 
around the territory when using dynamic sensors. This will 
make it possible to build sensor networks and flight paths of 
the territory that meet the criteria for maximizing coverage 
and minimizing power consumption.

To achieve the aim, the following objectives were set:
– to develop a modified method for building a sensor net-

work in conditions of maximizing coverage while minimizing 
power consumption;

– to develop a method for constructing the trajectory of 
motion of dynamic sensors, taking into account the minimi-
zation of power consumption;

– to develop an algorithm for finding the parameters of 
an energy-efficient sensor network using static and dyna
mic sensors.

4. Research materials and methods

To solve the problem of developing a method for construct-
ing a sensor network in conditions of maximizing coverage  
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while minimizing power consumption, taking into account 
the limitation in the number of sensors, the method pre-
sented in [16] was taken as a basis. The method consists in 
solving a non-linear multicriteria optimization problem of 
finding the coverage radius and intersection areas of sensors, 
which provide the maximum territory coverage with mini-
mum power consumption. To solve the formulated problem, 
the method of linear convolution of criteria was used, which 
involves converting a set of available partial criteria into one 
supercriterion by summing criteria with weight factors, the 
sum of which is equal to one [18]. A genetic algorithm was 
also used, which is aimed to solve optimization and modeling 
problems by random selection, combination and variation of 
the desired parameters using mechanisms similar to natural 
selection in nature [19]. 

When searching for the optimum path in the problem of 
developing a method for constructing the motion trajectory 
of sensors, taking into account the minimization of energy 
consumption, the search for a Hamiltonian path was used. In 
graph theory, a Hamiltonian path is a loop-free path passing 
through each vertex of the graph exactly once [20]. In the 
case where the start and end points coincide, we will look 
for a Hamiltonian cycle. To find the Hamiltonian path, the 
branch and bound method was used.

5. Methods and algorithms for constructing energy-
efficient sensor networks using static and dynamic 

sensors 

5. 1. Development of a modified method for construct-
ing a sensor network in conditions of maximizing coverage 
while minimizing power consumption

Some territory is considered that needs to be covered 
with sensors, that is, to build a sensor network. Among all 
the sensor characteristics (size, shape, coordinates, coverage 
radius, battery volume, measurement value), only the co-
ordinates and coverage radius were taken into account. As 
a result, each sensor can be represented as follows (1):

s s x y ri i i i i= ( ), , , 	 (1)

where xi, yi are the sensor coordinates, ri is the coverage ra
dius, 1 ≤ i ≤ n, n is the number of sensors.

To find the territory coverage, we use the method pre-
sented in [16], which is formulated as an optimization prob-
lem of the following form:

E r

Z r c

( ) →

( ) →







min,

, min,
	 (2)

0 ≤ ≤r r max , 	 (3)

c c rmin
max ,≤ ≤ 	 (4)

where E(r) is power consumption, Z(r,c) is the area of uncov-
ered territory, r is the coverage radius, c is the intersection of 
the coverage areas.

The energy consumption according to [16] will be:

E r r( ) = 2. 	 (5)

The function Z(r,c) in equation (2) is presented as the 
area of uncovered territory by sensors with a coverage radius r  
and the intersection level of the coverage areas as follows:

Z r c Z r Z r c, , ,cov int( ) = ( ) − ( ) 	 (6)

where Zcov = πr2.
The value of the intersection area was calculated using 

the approach presented in [17]:

Z r c m
r

K r c K r cint , , sin , ,( ) = ( ) − ( )( )( )
2

2
	 (7)

where r is the sensor coverage radius, c is the intersection 
level of the coverage areas, r max is the maximum coverage 
radius value, cmin is the minimum intersection value of cov-
erage radii, K(r, c) = 2arccos(α/r), α = r–c/2, m is the number 
of intersections. Schematically, the intersection level of the 
coverage areas c and the uncovered area Z(r,c) can be repre-
sented as follows (Fig. 1).

 Fig. 1. Intersection level of the coverage areas c 	
and the function Z(r,c)

The disadvantage of this method is the possibility of us-
ing an unlimited number of sensors. In practice, the number 
of sensors available for use is fixed, and it is obvious that 
it is economically advantageous to use a minimum number  
of sensors. With this in mind, we introduce a function of the 
number of sensors into system (2), which will be calculated 
as the integer part of dividing the area of the entire territory 
by the area covered by one sensor:

N r
T
r
s( ) = 



π 2 ,	 (8)

where Ts is the area of the territory to be covered.
We denote as Nmax the number of sensors available for use 

and take this value into account as an additional constraint 
when solving the problem.

Thus, method (2)–(7) is modified to minimize the num-
ber of sensors used and limit the number of available sensors 
and is formulated as a problem:

E r

Z r c

N r

( ) →

( ) →

( ) →









min,

, min,

min,

	 (9)

0 ≤ ≤r r max , 	 (10)

c c rmin
max≤ ≤
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or

c = const,	 (11)

0 ≤ ( ) ≤N r Nmax . 	 (12)

In equation (9), E(r) is a function of energy consump-
tion (5), Z(r,c) is a function of uncovered territory (6), and 
N(r) is a function of the number of sensors (8), Nmax is the 
number of sensors available for use. The formulated problem 
takes into account the criteria for minimizing energy con-
sumption, the area of uncovered territory and the number 
of sensors used. It also takes into account the limitation of 
the number of sensors available for use, the possibility of 
regulating the coverage radii and the intersection level of the 
coverage areas.

Using the parameter convolution method, the problem 
of minimizing power consumption with maximum coverage, 
taking into account the intersection of the sensor coverage 
areas, is presented in the following form:

F r c Z r c E r N r, , ,( ) = ( ) + ( )+ ( )α α α1 2 3 	 (13)

0 ≤ ≤r r max , 	 (14)

c c rmin
max≤ ≤

or

c = const,	 (15)

0 ≤ ≤N r N( ) .max 	 (16)

α α α1 2 3 1+ + = , 	 (17)

0 11≤ ≤α ,  0 12≤ ≤α ,  0 13≤ ≤α , 	 (18)

where r is the sensor coverage radius, c is the intersection 
level of the coverage areas, r max is the maximum coverage ra-
dius value, cmin is the minimum intersection value of coverage 
radii, Nmax is the number of available sensors, α1, α2, α3 are 
expert estimates of parameters significance. 

The solution of the stated problem in the form of (9)–(12)  
or (13)–(18) will be a set of Pareto-optimum combinations 
of coverage radii and intersection level of coverage radii, 
which provide the maximum coverage of the territory with 
minimum energy consumption.

Thus, the algorithm of the method for constructing 
a sensor network under conditions of maximizing coverage 
while minimizing power consumption, taking into account 
the limitation in the number of sensors, can be schematically 
represented as follows (Fig. 2).

The first step is to enter the territory area, the maxi-
mum coverage radius, the intersection level of the coverage 
areas and the number of sensors available for use. You can 
also upload a territory image from a file and use automatic 
capture of territory limits and area calculation. Next, you 
need to choose a method for solving the problem: a genetic 
algorithm or a parameter convolution method. The result 
will be a set of Pareto-optimum combinations of cover-
age radii and intersection level of coverage radii. Among 
the results obtained, it is necessary to choose a solution 
that satisfies the user and build the appropriate coverage  
of the territory.

Start

Using the Parameter Convolution Method

Using a genetic 
algorithm

Territory loading

Automatic calculation of the territory area

End

Load territory from 
file

Territory 
area

Coverage radius, intersection level, 
number of available sensors

Use the convolution method

Limiting the number of sensors

Building a network

No

Yes

No

Yes

Choice of coverage options

 

Fig. 2. Block diagram of building a sensor network 	
in conditions of maximizing coverage while minimizing power 

consumption, taking into account the limitation 	
of the number of sensors

5. 2. Development of a method for constructing the 
motion trajectory of dynamic sensors, taking into account 
the minimization of energy consumption

The use of dynamic sensors is considered. In the case 
of dynamic sensors, the maximum coverage will mean the 
maximum coverage of the territory during the flyby, and, as  
a result, the problem of finding the optimum sensor flight path.  
Since the sensor consumes battery power for movement, 
the optimality criterion will be minimizing the length of 
the trajectory. Another optimality criterion will be the 
maximization of the covered territory. Thus, the problem of 
constructing the optimum trajectory of the sensor movement 
was formulated taking into account the minimization of  
energy consumption in the following form:

L x

S x
( ) →
( ) →







min,

max,
	 (19)

L x c xij ij
j

n

i

n

( ) =
==

∑∑
11

, 	 (20)

S x R x S xi
i

n

i out i( ) = ( ) − ( )( )
=
∑α π

1

2 , 	 (21)

xij
i

n

=
=
∑ 1

1

,  j n= 1, ,	 (22)

xij
j

n

=
=

∑ 1
1

,  i n= 1, ,  	 (23)
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u u n x ni j ij− + −( ) ≤ −1 2,  i j n, , ,= 2  i j≠ ,	 (24)

x
i j

ij =
1

0

, ,

,

if we follow from point  to point 

if we do not foollow from point  to point i j,




	 (25)

α i

i

i
=

1

0

,

,

if point  belongs tp the trajectory,

if point  doess not belong to the trajectory.




	 (26)

In the formulation of the problem (19)–(26), S(x) is the 
sum of the sensor coverage area at each route point xi. The 
elements of the sum are calculated as a difference between 
the total area covered by the sensor at a given point with a ra-
dius R(xi) and the area covered outside the territory Sout(xi). 
The value of Sout(xi) is calculated using the approach pro-
posed in [17]. Condition (22) means only one exit from the 
point, and condition (23) means only one entry to the point, 
that is, each point is visited only once. Constraint (24) is 
a special condition providing the closure of routes and the 
absence of unrelated subcycles. The values cij are the dis-
tance between the points through which the trajectory must 
pass. The distance between the points was calculated as  
Euclidean distance.

To solve the problem and build an optimum trajectory, 
we transfer the territory to the XOY coordinate plane so that 
the territory is in contact with the OX and OY axes at one 
point to each axis. After transferring to the coordinate plane, 
the plane was covered with a uniform grid with a step equal 
to the coverage radius r. For further use, the territory was 
designated as T. 

In the next step, the grid nodes were numbered starting 
from one along the OX axis and the vector A was formed, 
the elements of which are the corresponding grid nodes. The 
value of the vector elements will be equal to the area of the 
territory si covered by the sensor at a given point, or zero if 
the grid node does not belong to the territory T: 

a
s a T

a Ti
i i

i

=
Î
∉





, ,

, .0
	 (27)

The values of si were calculated using Pick’s theorem [21]. 
To use Pick’s theorem, it is necessary to additionally build  
a grid with a small step in the square described around  
a given sensor position. The points of this square will have 
the (xc–R, yc–R), (xc–R, yc+R), (xc+R, yc+R), (xc+R, yc–R) 
coordinates, respectively.

Also, the values of the vector A elements will be zero in 
the case when the value of the covered area at a given grid 
node is less than a certain expert value of the minimum allow-
able coverage area, which is designated as Smin:

a
s a T

a T s Si
i i

i i

=
Î
∉ ∨ ≤





, ,

, .min0
	 (28)

If it is possible to adjust the sensor coverage radius, the 
minimum and maximum sensor coverage radii are designa
ted as rmin and rmax. In the case when, with a continuous cov-
erage radius, the sensor covers an area outside the territory 
under consideration, a coverage radius was used in which 
the area covered by the sensor does not go beyond the ter-
ritory under consideration. For trajectory construction, the 
maximum allowable radius was used. Adjusting the coverage 
radius will also reduce the power consumption of the sensor. 
In this case, in addition to the node vector, the coverage ra-

dius vector R is formed, the elements of which will be equal 
to rmin ≤ ri ≤ rmax. 

At the next stage, a matrix of transitions between nodes P  
was formed. The elements of this matrix pij will be equal to 
one in the case when ai > 0 and aj > 0. In the case when ai = 0  
or aj = 0, the value of pij will be zero: 

p
a a

a aij

i j

i j

=
> ∧ >

= ∨ =






1 0 0

0 0 0

, ,

, .
	 (29)

The algorithm for forming the transition matrix can be 
represented by the following scheme (Fig. 3).

Yes

Start

Transferring the territory to the 
coordinate plane

Mesh design

Node vector generation

Radius vector formation

Formation of the transition matrix

Coverage radius
can be adjusted

End

No

Formation of the coverage radius 
vector

 

Fig. 3. Block diagram of the transition matrix 	
formation algorithm

After forming the matrix P, the task is to find a Hamil-
tonian path [20], that is, a path passing through each node 
only once.

The case of a multiply connected domain is considered. 
In this case, the trajectory constructed using the above al-
gorithm will not cover the entire area considered. To ensure 
the completeness of the coverage, the domain was reduced 
to a simply connected one by combining the domains. This 
combination was carried out using additional transitions be-
tween nodes by adding one connection between the nearest 
nodes for each pair of simply connected domains. Fig. 4, a 
shows a doubly connected domain. To turn it into a simply 
connected one (Fig. 4, b), it is necessary to add a transition 
between nodes 103 and 113, that is, make the values of the 
corresponding elements of the transition matrix equal to one: 
p39.45 = 1 and p45.39 = 1. Schematically, this can be shown as 
follows (Fig. 4). 
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In Fig. 4, red dots indicate grid nodes, transitions bet
ween nodes are indicated by red arrows. According to the 
described algorithm, the presented territory will not be sim-
ply connected (Fig. 4, a). To ensure that the domain is simply 
connected, it is necessary to add a connection between grid 
nodes 103 and 113 (Fig. 4, b).

  
а b

Fig. 4. Example of bringing a doubly connected domain 	
to a simply connected one by adding a connection between 

nodes 103 and 113: a – doubly connected domain; 	
b – simply connected domain

Thus, the grid method algorithm can be schematically 
represented as follows (Fig. 5).

Start

Formation of the transition matrix

The domain is 
simply connected

Ensuring the domain is simply 
connected

Finding the 
Hamiltonian Path

End

No

Yes

 

Fig. 5. Block diagram of the grid algorithm

At the first stage of the algorithm, a matrix of transitions 
between nodes is formed according to the algorithm shown 
in Fig. 2. After checking and, if necessary, ensuring that the 
domain is simply connected, a Hamiltonian path from the 
first node to the last one is sought. 

The result of the algorithm will be a vector of nodes in 
the flyby sequence. If it is necessary to move the sensor along  
a cyclic trajectory, the start node and the end node must match. 

5. 3. Development of an algorithm for finding the pa-
rameters of an energy-efficient sensor network using stat-
ic and dynamic sensors

The practical implementation of the modified method 
for constructing energy-efficient sensor networks and the 

method for constructing the trajectory of sensors, tak-
ing into account the minimization of energy consump-
tion, allows the user to deploy energy-efficient sensor net-
works and find optimum trajectories for flying around  
the territory. 

The initial data when using static sensors will be the 
territory image, the maximum coverage radius, the maxi-
mum intersection level of the coverage areas, the number 
of sensors available for use. The result will be a set of pairs 
of Pareto-optimum values for the coverage radius and the 
intersection level, which provide energy-efficient coverage of 
the territory by sensors.

In the case of dynamic sensors, the initial data will be the 
territory image, the maximum sensor coverage radius, the 
starting coordinates, and the area of the minimum allowable 
coverage of the territory by the sensor. As a result, the user 
will obtain the coordinates of the energy-efficient trajectory 
and the value of the coverage radius at each node of the 
trajectory.

The algorithm for finding the parameters of energy-effi-
cient coverage of the territory by static and dynamic sensors 
can be represented as follows (Fig. 6).

At the first stage, it is necessary to find out the coordi-
nates of the territory border and its area. In turn, the terri-
tory can be of any size and shape.

To further build the coverage of the territory, it is neces
sary to project the territory onto the coordinate plane. To 
do this, if the territory is depicted on a white background 
or there is no background, an algorithm for automatically 
searching for the territory boundaries is proposed. With 
the specified precision (the default value is 1 pixel), the 
algorithm, starting from the upper left corner of the up-
loaded image, goes through all the pixels from left to right. 
If the color of the next pixel read does not match the color 
of the previous one, that point is fixed as the left boundary 
point and written to the LeftPoints array and the tra- 
versal stops. 

Next, a right-to-left traversal begins to find the right 
boundary point, which will be written to the RightPoints 
array. After traversing the entire image, we got two arrays 
LeftPoints and RightPoints, respectively.

To form an array of border coordinates and save the 
direction of territory traversal in the resulting array, the 
first element of the LeftPoints array is assigned to the first 
element, the next elements will be the elements of the Right-
Points array.

After adding all the elements of the RightPoints array, 
all the elements of the LeftPoints array are added to the 
resulting array in reverse order. In the resulting array, the 
first and last elements must match so that the polygon  
is closed.

Schematically, the proposed algorithm can be depicted 
as follows (Fig. 7).

The next step is to choose the type of sensors: static or 
dynamic. Further, in the case of dynamic sensors, it is neces-
sary to set the parameters of the coverage radius, the initial 
coordinates, and the value of the minimum allowable area 
covered by the sensor. In the case of static sensors, the user 
needs to set the coverage radius, the intersection level and 
the number of available sensors.

After entering the necessary parameters, the user will 
obtain the result in the form of parameters, which will allow 
constructing an energy-efficient sensor network while maxi-
mizing the coverage of the territory.
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а b

Fig. 7. Example of filling and traversing the arrays of points 
LeftPoints and RightPoints: a – capturing the area; 	

b – array traversal direction

6. Discussion of the results  
of the study of finding the parameters  

of the sensor network based on static and 
dynamic sensors

To find the optimum value of the territory 
coverage, the proposed method of automatic cap-
ture and calculation of the territory area was used.  
Initial data: area – 258754 m2, sensors with maxi
mum coverage radius – r = 50 m, number of sen-
sors – 40–50 pieces. The result of finding the 
optimum network parameters, which provide the 
maximum coverage with the minimum power con-
sumption, is shown in Fig. 8.

Analysis of Fig. 8 showed that among the 
presented pairs of sensor coverage radii and the 
intersection level of the coverage areas, only seven 
are suitable if the number of sensors is limited.  
The initial values of the number of sensors Ninp, 
the power consumption of the original net-
work Einp, the optimum number of sensors Nopt, 

the power consumption of the resulting network Eopt, as 
well as the reduction in power consumption are presented  
in Table 1.

According to Table 1, limiting the number of network 
sensors reduced the network power consumption by 18–19 %.

In the next experiment, it is necessary to find the opti-
mum trajectory when flying over a given territory. The initial 
trajectory of the sensor chosen by experts is also known. The 
sensor coverage radius is 10 m.

Analyzing Fig. 9, we can conclude that the length of the 
trajectory obtained by the proposed algorithm (Fig. 9, a) is 
less than that compiled by the expert (Fig. 9, b). The reduc-
tion in energy consumption using the proposed algorithm is 
shown in Fig. 10.

Start

End

Capturing the border of the territory

Coverage 
radius

Static
sensors

Starting coordinates, 
minimum coverage area

Level of intersection of 
coverage areas, number of 

available sensors

Finding Energy Efficient Network 
Parameters

No

Yes

 
Fig. 6. Block diagram of the algorithm for finding the parameters of an energy-efficient sensor network 	

using static and dynamic sensors

 

Fig. 8. Sensor network parameters that provide energy-efficient 
coverage of the territory
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Table 1

Initial and optimum characteristics of the sensor network

R Ninp Einp Nopt Eopt
Reduction in power 

consumption

50 39 97,500 32 80,000 18 %

48.3 43 100314.3 35 81651.15 19 %

46.2 47 100318.7 38 81108.72 19 %

45 49 99,225 40 81,000 18 %

44.6 50 99,458 41 81555.56 18 %

44 52 100,672 42 81,312 19 %

41 60 100,860 49 82,369 18 %

The power consumption value was calculated as the 
power consumption of the sensor during the flight. The 
calculations were carried out in conventional units with the 
assumption that the sensor uses one conventional unit of 
energy consumption per 10 meters of flight. The energy con-
sumption when flying around the territory along the initial 
trajectory is 76.51 conventional units, and with the resulting 
trajectory 42.54 conventional units. The presented graph 
shows that the proposed approach for finding the optimum 
trajectory of the sensor provides a 1.8-fold reduction in ener-
gy consumption when flying around the territory. According-

ly, the battery life of the sensor increased by 1.8 times, which 
is a significant gain.

The results show that the conditions for maximizing 
coverage while minimizing power consumption are satisfied 
at very close values of the parameters of the coverage radius 
and the intersection level of the coverage areas (Fig. 8). This 
is due to the minimization of the uncovered territory. Taking 
into account the minimization and limitation of the number 
of sensors used, the optimum network parameters are close 
or equal to the maximum allowable values of the coverage ra-
dius and the intersection level of the coverage areas (Fig. 8).

When constructing the trajectory of movement during 
the flight over the territory, energy consumption was signifi-
cantly reduced (Fig. 10). In turn, this increased the battery 

life of the sensor. To apply the results 
of the study and correctly build the 
sensor trajectory, the necessary condi-
tions will be:

1. The area of the territory is much 
larger than the coverage area of the 
sensor.

2. The boundary of the territory is 
a closed curve. 

Among the nuances, it should be 
borne in mind that when covering 
several separate unrelated sections of 
the territory, the algorithm should be 
applied for each section separately. 
It should be noted that the cover-
age radius and the ability to adjust 
the coverage radius affect the shape 
and length of the trajectory, as well 
as reduce power consumption. The 
shortcomings include the fact that 
the direction of the sensor motion 
changes at right angles only (Fig. 9). 
As directions for further development 
of the study, one should consider in-
creasing the number of directions of 
sensor movement and the possibi
lity of parallel use of several sensors 
during trajectory construction.

The proposed scheme for the prac-
tical implementation of the deployment 
of sensor networks contains a selection 
of sensor type (static or dynamic). The 
method used to construct the coverage 
depends on the selected sensor type.  
Further studies should consider the 
possibility of simultaneous use of sta
tic and dynamic sensors in the con-
struction of the territory coverage.

7. Conclusions

1. A modified method for constructing a sensor network 
in conditions of maximizing coverage while minimizing po
wer consumption has been developed. A distinctive feature 
of the modified method, in addition to limiting the number of 
sensors, is the criterion for minimizing the number of sensors 
used, which is taken into account together with the crite-
ria for minimizing the uncovered territory and minimizing  
energy consumption. The solution to this problem is provided  
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Fig. 9. Trajectories of flying around the territory: a – initial data; 	
b – result of the algorithm
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Fig. 10. Energy consumption of the sensor for the initial and resulting trajectory
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by the construction of energy-efficient sensor networks of 
maximum coverage of the territory using a minimum number 
of sensors and reducing energy consumption by 19 %.

2. A method for constructing the motion trajectory of sen-
sors, taking into account the minimization of energy consump-
tion has been developed, which allows minimizing the length 
of the trajectory with adjustment of the coverage radii of the 
dynamic sensor at each point of the trajectory. This approach 
minimizes the energy consumption of the sensor during move-
ment and provides maximum coverage of hard-to-reach areas.

3. An algorithm for deploying sensor networks based on 
optimum energy consumption has been developed, which 
makes it possible to form optimum network parameters, as 
well as automate the process of capturing the territory border 
from an uploaded image with an accuracy of one pixel. The 
features of the developed algorithm include the possibility of 
using both static and dynamic sensors, automated capturing 
of the territory border, a minimum set of initial parameters, 
the user’s ability to select the necessary network parameters 
among the results obtained when building the coverage.
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