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The proposed metaheuristic optimization algorithm based on 
the two-step Adams-Bashforth scheme (MOABT) was used in 
this paper for Multilayer Perceptron Training (MLP). In com-
puter science and mathematical examples, metaheuristic is 
high-level procedures or guidelines designed to find, devise, 
or select algorithmic research methods to obtain high-quali-
ty solutions to an example problem, especially if the informa-
tion is insufficient or incomplete, or if computational capacity 
is limited. Many metaheuristic methods include some stochas-
tic example operations, which means that the resulting solu-
tion is dependent on the random variables that are generated 
during the search. The use of higher evidence can frequently 
find good solutions with less computational effort than itera-
tive methods and algorithms because it searches a broad range 
of feasible solutions at the same time. Therefore, metaheuris-
tic is a useful approach to solving example problems. There are 
several characteristics that distinguish metaheuristic strate-
gies for the research process. The goal is to efficiently explore 
the search perimeter to find the best and closest solution. The 
techniques that make up metaheuristic algorithms range from 
simple searches to complex learning processes. Eight model 
data sets are used to calculate the proposed approach, and 
there are five classification data sets and three proximate job 
data sets included in this set. The numerical results were com-
pared with those of the well-known evolutionary trainer Gray 
Wolf Optimizer (GWO). The statistical study revealed that the 
MOABT algorithm can outperform other algorithms in terms of 
avoiding local optimum and speed of convergence to global opti-
mum. The results also show that the proposed problems can be 
classified and approximated with high accuracy
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1. Introduction

Artificial Neural Networks (ANNs) are the most actively 
explored area in the fields of Artificial Intelligence and Ma-
chine Learning (ANN). In numerous domains, including pat-
tern recognition, regression, classification, signal processing, 
robotics, image, audio, and signal identification, optimiza-
tion, and data clustering, artificial neural networks (ANNs) 
have been successfully implemented [1–4].

In essence, neural networks are parallel computing devi
ces, and they are being used in an effort to create a computer 
model of the brain. The primary goal is to design a system 
that can do a variety of computing tasks more quickly than 
traditional systems. The importance of graphic neural net-
works is that a lot of real-world data can be represented in 
graphic form, such as social networks, chemical compounds, 
maps, transportation systems, and others. Nodes in these 
networks exchange information with neighboring nodes, 
enabling them to learn. The training of artificial neural net-
works is required in order to achieve good output values for 
the data that we have entered into them [5]. The purpose  

of the training process is to identify the ideal weights and 
biases for the neural network based on the data that is fed 
into it. Training neural networks has the goal of decreasing 
the error between the output of the network and the target. 
The weights and biases of the network are altered during 
the training process. The training procedure for artificial 
neural networks has a direct impact on the performance of 
the networks. 

Therefore, studies that are devoted to the classification 
of different data, as well as to the approximation of mathe-
matical functions, are of scientific relevance. These studies 
are related to the development of training algorithms for 
artificial neural networks.

2. Literature review and problem statement

In previous researches, many deterministic methods 
were presented to train neural networks. Avoid stochastic 
deterministic methods to produce the same output for the 
same input. Gradient-based methods make up most of the  
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deterministic methods. Derivation of the objective function 
from which gradient-based methods make use. When the 
objective function has an optimal local value, these methods 
globally do not guarantee an optimal solution to the problems. 
The backpropagation algorithm and its variations are well 
known and are an example of gradient-based techniques [6]. 
Gradient-based technologies are speed and simple. However, 
the disadvantages are their staying tendency at the local 
optimum level [7], initial parameters dependency, and their 
convergence is at early and slow stages [8]. Metaheuristic 
algorithms were proposed as an alternative to gradient-based 
methods for training artificial neural networks. By random-
ness, metaheuristic algorithms start in the training phase 
and reduce the error over time. Metaheuristic algorithms 
are better at global optimization [9]. These strategies are 
particularly effective in avoiding local optimizations. Despite 
this, they are often more time-consuming than deterministic 
methods [10]. When the problem got more sophisticated and 
multidimensional, metaheuristic approaches were included 
in the ANN training process, and it was discovered that these 
algorithms were superior to the gradient-based methodology 
in terms of accuracy [11]. Metaheuristic optimization stra
tegies based on swarm intelligence are a critical component 
of metaheuristic methodologies [12]. Simplicity, parallelism, 
and application to a wide range of optimization problems 
such as real parameter optimization (RPO), combinatorial 
optimization, and mixed integer optimization (MIMO) are 
some of the characteristics of metaheuristics, and they have 
been shown to be effective in a wide range of real-world and 
engineering problems [13]. In order to provide the most up-
to-date empirical research on metaheuristic methodology 
and approaches for future system advancements, Advance-
ments in Applied Metaheuristic Computing is the journal 
to consult. It also presents outcomes obtained via the use 
of optimization methods. Intelligent algorithms are used to 
simulate animal species that act intelligently in groups, such 
as birds and other animals, in order to create realistic simu
lations [14] introduces structural optimization problems.  
A benchmark nonlinear constrained optimization problem is 
used to test the new CS method with L vy flights, swarms of 
wolves [15]. Derived from the natural leadership structure 
and hunting behavior of grey wolves, swarms of whales [16]. 
Whale Optimization Algorithm (WOA), which simulates 
humpback whale social behavior. The algorithm is based 
on bubble-net hunting, swarms of fireflies [17]. This study 
describes a novel Firefly Algorithm (FA) for multimodal 
optimization, and bat swarms [18] propose the bat algo-
rithm (BA), a novel nature-inspired metaheuristic optimi-
zation technique for engineering optimization. Every swarm 
agent (individual) makes a possible solution suggestion by 
sharing information with other agents in the swarm, each 
self-organized agent will attempt to discover the optimum 
solution [9]. Particle Swarm Optimization (PSO) is one of 
several intelligent methods for ANN training that have been 
reported in the literature. PSO is an intelligent technique 
that uses optimization of three-layer feed-forward artificial 
neural network (ANN) structure and parameters (weights 
and bias) [19]. Cuckoo swarms Technique is well-suited for 
the solution of optimization issues [20], bat swarms Optimi-
zation Technique [21]. The bat algorithm’s benefit is its po
pulation-based algorithm and local search. Grey Wolf swarms 
Optimization Technique [22] originally suggested Grey Wolf 
Optimizer (GWO) for MLP training, Whale swarms Optimi-
zation Technique [7]. The nonlinear structure of neural net-

works makes training them challenging (weights and biases).  
Firefly swarms Technique [23]. It is discovered that the 
suggested strategy generates a more consistent convergence, 
Grasshopper swarms Optimization Technique [24]. This re-
search proposes a novel hybrid stochastic training approach 
for multilayer perceptrons (MLPs) neural networks, and 
Dragonfly swarms Technique [25]. Social interactions in DA 
may lead to poor solution accuracy, easy local optima stall-
ing, and an imbalance between exploration and exploitation.  
Although several ANN training methods have been published 
in the literature, new techniques are required to overcome is-
sues such as the local minimum reach and early convergence, 
which are currently being debated. Any optimization strate-
gy for all optimization problems cannot be solved, according 
to the No-Free-Lunch Theorem (NFL) [26]. In this paper, 
we use mathematical methods in metaheuristic instead of the 
well-known swarms such as the swarms of ants, gray wolves, 
cuckoos, black monkeys, etc.

3. The aim and objectives of the study

The aim of the study is to suggest metaheuristic tech-
niques for training artificial neural networks based on the 
two-step Adam Bashforth’s method.

To achieve the aim, the following objectives were set:
– to get the least mean square error;
– to classify data accurately and efficiently;
– to approximate the functions more precisely.

4. Materials and methods of research

4. 1. Two-Step Adams-Bashforth Method
The derivation for the Adams-Bashforth family of nu-

merical methods is well-known, but I couldn’t find a source 
that supplied the two-step approach where the two step 
sizes are different. Two beginning points are needed in the 
two-step approach. An Euler step is frequently used to deter-
mine the second point, however, because the Euler approach 
is inefficient, it is rarely used O(h1). To prevent creating  
a massive global error, I want to keep this first step simple. 
The Adams-Bashforth method is then used to compute the 
third point using varied step sizes. After then, you can utilize 
the Adams-Bashforth approach as usual. Another application 
could be in an adaptive step size approach, in which the step 
sizes are adjusted as the process progresses.

Euler’s approach is a simple one-step procedure. The two-
step Adams-Bashforth method is a basic multistep procedure:

y y hf t y hf t yn n n n n n+ + + += + ( ) − ( )2 1 1 1

3
2

1
2

, , . 	 (1)

To compute the following value, yn+2, this approach re-
quires two values, yn+1 and yn. The starting value problem, 
on the other hand, only supplies one value, y0 = 1. Using y1 
computed by the Euler’s method as the second value is one 
way to tackle this problem. The Adams-Bashforth method 
produces the following results with this decision [27, 28].

4. 2. Feed-forward neural network and multi-layer per-
ceptron (MLP)

Neural network systems that feed information from input 
to output are referred to as feed-forward neural network 
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systems (NN). A feed-forward neural network (NN) is a com-
putational information network that operates in a single  
direction. It has an I-H-O design, where I and O represent 
the input and output layers, respectively, and H represents 
the hidden layer. MLP is the most widely used type of feed- 
forward neural network (s).

The fitness function is what determines the neuronal error. 
The following is the process for calculating fitness functions.

The first two layers of MLP represent biases and weights. 
As a result, (2) gives total neural input:

s w xp
i

n

ip i p= ⋅ −
=
∑

1

θ , p n= …1 2, , , , 	 (2)

where x is the input and w is the MLP’s weight. Furthermore, 
θp represents prejudice.

The sigmoid function determines the fitness of inputs  
in MLP, as indicated in (3).

S s
s

p p

p

= ( ) =
+ −( )sigmoid

exp

1

1
, p n= …1 2, , , . 	 (3)

The output of the trained MLP is now calculated us-
ing (4), (5).

O w sl
i

h

pl p l= ⋅ −
=
∑

1

θ ,  l m= …1 2, , , , 	 (4)

O
ol

l

=
+ −( )

1
1 exp

,  l m= …1 2, , , .	 (5)

The weights are for determining the final output of MLPs 
for given inputs, as shown in (2) to (5). The technical defi-
nition of MLP training is the identification of appropriate 
biases and weights to produce the desired relationship bet
ween inputs and outputs. The MOABT algorithm is used as 
an MLP trainer in the following sections.

4. 3. Brief description of the MOABT algorithm
4. 3. 1. Initialization stage
The logic of this stage is to create an initial swarm that 

evolves over a specified number of iterations until the stage 
is complete. In MOABT, for a population of size N, a total of  
N sites are generated at random. xn = (n = 1, 2,…, N), where 
n = 1, 2,..., N, denotes the number of individuals in the popula-
tion who are D dimensional optimization problem solutions. 
On a general level, the initial positions are generated at ran-
dom using the concept described below:

x L U Ln l l l l, .= + ⋅ −( )rand

It is the l th variable in the problem (l = 1, 2,..., D), which 
has lower and upper limits of Ll and Ul, respectively, and is 
a random number in the range of [0, 1]. This rule generates 
only a small number of solutions, compared to other rules.

4. 3. 2. Search Mechanism in MOABT Phase
Adams-Bashforth is a two-step process. The method 

employed in this study is used to search the decision space 
and construct an appropriate global and local search strategy. 
This method, which is based on the Adams-Bashforth two-
step procedure, was used to determine the proposed search 
mechanism for MOABT [29].

The following is the definition of the SM formula:

k rand uw b1

1
2

= × − ×( )
ΔΧ

Χ Χ ,

k
rand x rand k

uO rand k

w

b

2

1 1

2 1

1
2

=
× + × ×( ) −

− + × ×( )








ΔΧ

ΔΧ

Χ ΔΧ
,

u round rand rand= +( ) × −( )1 1 ,

ΧRK k k= − +0 5 1 51 2. . ,

SM RK= ( )ΔΧ Χ .

A random value ranging from zero to one is represented 
by rand1 and rand2. The value of Δx is defined by the follow-
ing formula [29]:

Δ = × ×Χ 2 rand Stp ,

Stp rand randb avg= × − ×( ) +( )Χ Χ γ ,

γ = × − × −( )( )× − ×






rand rand u l
i

n
i

Χ exp .4
max

In this study, Xw and Xb are determined as follows:

if w wn biΧ Χ( ) < ( ).

Χ Χb n= ;

Χ Χw bi= ;

else

Χ Χb bi= ;

Χ Χw n= ;

end.

4. 3. 3. Updating solutions
Using a search mechanism, the MOABT technique, 

which is based on the two-step Adams-Bashforth approach, 
shifts the current solution position on each iteration, result-
ing in a more accurate solution position (SM):

If rand<0.5;
(stage of discovery)

Χ Χ Χ

Χ Χ
n c c

m c

r SF g

SF SM randn

+ = + × × ×( )+

+ × + × × −( )
1

µ ;

else
(exploitation phase)

Χ Χ Χ

Χ Χ
n m m

r r

r SF g

SF SM randn

+ = + × × ×( ) +

+ × + × × −( )
1

1 2µ ; 	 (6)

end.

The integer r can be either 1 or 1, depending on the 
situation. g is a random number in the range of 0 to 2.  
SF is a  coping mechanism for many people. μ is a random 
number generated by the computer.
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SF is calculated using the following formula:

SF rand u= × −( ) ×2 0 5. , 	 (7)

f a exp b rand
i

i

= × − × ×











max
, 	 (8)

where maxi denotes the number of iterations that have been 
performed. These are the Xc and Xm expressions in formula form:

Χ Χ Χc n r= × + −( ) ×j j1 1;	 (9)

Χ Χ Χm best lbest= × + −( ) ×j j1 . 	 (10)

Here, the random number between 0 and 1 is denoted 
by the letter j. As of now, Xbest has proven to be the most 
effective solution available. Xbest represents the best position 
at the end of each iteration [29].

4. 3. 4. Enhanced solution quality (ESQ)
Each iteration of the MOABT algorithm employs the 

Enhanced Solution Quality (ESQ) technique, which is 
designed to improve the quality of the solutions while simul-
taneously reducing local optimization (ESQ). Construction 
of the answer (Xnew2) with the ESQ is accomplished via the 
usage of the following approach:

if rand < 0 5. ,
if u < 1,

Χ Χ Χ Χnew new new avgr u randn2 1 1= + × × −( ) + ,

else

Χ Χ Χ

Χ Χ

new new avg

new avgr u u randn

2 1

1

= −( ) +

+ × × ⋅ −( ) + , 	 (11)

end.
end.

u rand e
c

i

i= ( ) ×
−





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









0 2. ,max 	 (12)

Χ
Χ Χ Χ

avg
r r r=

+ +1 2 3

3
, 	 (13)

Χ Χnew avg bestx1 1= × + −( ) ×β β . 	 (14)

where β is a random number between 0 and 1, and where for 
the sake of this paper, the random number c is equal to 5 rand, 
Xbest is the best solution that has been discovered so far, r is 
an integer that may be one of the following values: 1, 0, or –1.

It is possible that the current answer (i.e., w(Xnew2)>w(Xn)) 
is not as good as the solution found in this section in terms 
of fitness (Xnew2). It is decided to construct another new 
solution (Xnew2) in order to have a second chance at generating 
a workable solution. The following is an explanation of what it is:

if rand<u;

Χ Χ Χ

Χ Χ Χ
new new new

RK b new

rand

SF rand v

3 2 2

2

= − ×( ) +

+ × × + × −( )( ), 	 (15)

end,

where v is a two-digit random number multiplied by the 
number of rand in the game [29].

Algorithm 1. The MOABT pseudo-code.
Phase One. Initialization.
Set the variables a and b to their default values before 

continuing.
It is necessary to construct the MOABT population 

Xi = (i = 1, 2, …, I).
Determine the objective function of each member of the 

population.
Find the Xw, Xb, and Xbest solutions to your problems.
Phase Two. MOABT’s operational toe.
	 for k = 1:max k;
	 for i = 1:I;
	 for j = 1: J.
To find the location of Xi+1, j, the equation (1) is employed.
	 end for
	 ESQ
	 if rand<0.5.
Eq. (11) may be used to determine the location of Xnew2

	 if w(Xi)<w(Xnew2);
	 if rand<u.
Eq. (15) may be used to determine the location of Xnew3

end
	 end
	 end.
Positions Xu and Xb should be adjusted as a result of this.
	 k = k+1
	 end
Phase Three. Xbest should be returned.

The above algorithm summarizes the work of the new 
technique used to train artificial neural networks to classify 
data and approximate functions.

4. 4. MOABT-based MLP trainer
The purpose of the model proposed is to determine the 

appropriate biases and weights for MLP training so that  
a small test error can be achieved, and a high rating as well.  
In this model, an MLP learner is achieved by using the 
MOABT algorithm.

The problem representation is the first and most crucial 
stage in training a metaheuristic MLP [30]. To put it another 
way, the training of MLPs’ problem must be phrased in such 
a way that it can be solved via meta-inference. Biases and 
weights are the most crucial components of MLP training, 
as stated in the beginning. The coach must figure out which 
biases and weights produce the most accurate classification, 
approximation, and prediction.

As a result, the weights and biases are the variables. The 
variables of an MLP are supplied in the following format 
for this method because the MOABT algorithm sets the va
riables in a vector:

� � �
� �V W W W W hn n h= { } = { }, , , , , , , , , ,, , ,θ θ θ θ11 1 2 1 2 	 (16)

where n is the number of input nodes, the connection weight 
from the i th node to the j th node is represented by Wij, and θj 
is the jth hidden node’s bias (threshold).

The objective function of the MOABT algorithm must 
be determined after determining the variables. MLP training 
aims to achieve the maximum possible approximation, clas-
sification, or prediction accuracy for both training and test 
samples, as mentioned earlier. In order to evaluate MLP, the 
mean squared error is the standard measurement (MSE). The 
MLP training sequence is employed in this measurement, 
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and the difference between the target and the output value 
provided by the MLP is calculated using the formula below:

MSE o d
i

m

i
k

i
k= −( )

=
∑

1

2
, 	 (17)

where oi
k  is the exact output of the ith input unit when the  

kth training sample occurs in the input, di
k is the preferred 

output of the i th input unit when the k th training sample is 
utilized and m is the number of outputs.

The MLP must clearly be tailored to a wide range of 
training data for efficiency. As a result, MLP performance is 
assessed using the average MSE across all training samples:

MSE
o d

sk

s
i

m

i
k

i
k______

,=
−( )

=

=∑∑
1

1

2

	 (18)

where s denotes the training samples, m denotes the number of 
outputs, di

k  denotes the required output of the ith input unit as 
the kth sample is used for training, and oi

k  denotes the exact out-
put of the ith input unit as the kth training sample of the input.

Following all the MOABT algorithm’s variables and 
average MSE, which can be used to phrase the problem of 
training an MLP as follows:

Minimize : .
______

F V MSE
( ) = 	 (19)

By repeatedly modifying the MLP biases and weights to 
minimize the mean MSE, MOABT can be converged to a global 
solution better than random starting solutions. As a result, each 
iteration alters weights and biases, as well as shifting locations.

In order to train MLP and estimate the average MSE, the 
MOABT approach looks for the optimum biases and weights 
to employ with training samples. This procedure, as indicated 
in Fig. 1, continues in iterations until the best solution (i.e. 
minimum MSE) is identified.

In Fig. 1 we show the linkage of the method with the 
advanced method with artificial neural networks. 

For verification, the findings are compared to GWO [22]. 
The optimization process is supposed to start with the pro-
duction of random weights and biases in the range of [10, 10] 
for all data sets. There are eight training/test samples, three 
characteristics, and two classes in the XOR data set, which is 
shown in [22].

The balloon dataset comprises four characteristics, 
16 training samples, 16 test samples, and two classes, making 
it more complex than XOR. Only four characteristics and 
150 training/test samples are included in the Iris dataset. 
The breast cancer dataset contains 599 training samples,  
9 characteristics, 100 test samples, and 2 classes of breast can-
cer disease. All 22 features, 187 test samples and 80 training 
samples are part of the heart dataset. These rating datasets 
were specifically chosen to give a variety of training/test 
samples and degrees of complexity in order to adequately 
measure the efficacy of a MOABT-based MLP trainer. The 
sigmoid is the simplest to approximate, while the sine on the 
contrary is the most complex, for more see [22].

Matlab 2021b software and an HP laptop with a hard 
drive of 512 GB and 8 GB RAM, as well as a Windows 10 
operating system, were used to develop, simulate, and train 
all of the problems.

5. Results of neural network training

5. 1. Mean Square Error (MSE)
Using the MOABT algorithm, the mean square error of 

all the given problems has been reduced and compared with 
the GWO algorithm as can be seen in Table 1 and Fig. 2–9.

Table 1
Problems experimental results

MOABT GWO iterations problem

3.1889e-09 5.7052e-05 500 XOR

2.8246e-30 1.3428e-13 500 Balloon

0.66667 0.66669 500 Iris

0.00094204 0.0014795 500 Breast cancer

0.053138 0.07194 500 Heart

0.24632 0.24635 500 Sigmoid

0.17533 0.17614 500 Cosine

0.40018 0.45226 500 Sine

The training results are shown in Table 1. Here we con-
clude the section on the numerical results of training artifi-
cial neural networks.

 

Training Samples

MOABT algorithm
Weights and

Average MSE

Biases

X1

Xm

W 11

u1

uh

O1

On

Fig. 1. The MOABT algorithm looks for weights and biases in the training samples in order to train 	
the Multilayer Perceptron (MLP) and determine the average mean square error (MSE)
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5. 2. Data Classification
We obtained high efficiency and accuracy in classifying 

the data of XOR, Balloon, Iris, Breast Cancer, and Heart in 
comparison with the GWO algorithm, where it clearly out-
performed it as shown in Table 1 and Fig. 2–6.

 
Fig. 2. Comparison of convergence curve of the Metaheuristic 

optimization algorithm based on the Adams-Bashforth 	
two-step scheme (MOABT) technique and GWO in problem 1

 
Fig. 3. Comparison of convergence curve of the Metaheuristic 

optimization algorithm based on the Adams-Bashforth 	
two-step scheme (MOABT) technique and GWO in problem 2

 
Fig. 4. Comparison of convergence curve of the Metaheuristic 

optimization algorithm based on the Adams-Bashforth 	
two-step scheme (MOABT) technique and GWO in problem 3

 
Fig. 5. Comparison of convergence curve of the Metaheuristic 

optimization algorithm based on the Adams-Bashforth 	
two-step scheme (MOABT) technique and GWO in problem 4

 
Fig. 6. Comparison of convergence curve of the Metaheuristic 

optimization algorithm based on the Adams-Bashforth 	
two-step scheme (MOABT) technique and GWO in problem 5

5. 3. Approximation Functions
We obtained high efficiency and accuracy in approximating 

Sigmoid, Cosine, and Sine functions compared to the GWO algo-
rithm, it clearly outperformed it as shown in Table 1 and Fig. 7–9.

 
Fig. 7. Comparison of convergence curve of the Metaheuristic 

optimization algorithm based on the Adams-Bashforth 	
two-step scheme (MOABT) technique and GWO in problem 6
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Fig. 8. Comparison of convergence curve of the Metaheuristic 

optimization algorithm based on the Adams-Bashforth 	
two-step scheme (MOABT) technique and GWO in problem 7

 
Fig. 9. Comparison of convergence curve of the Metaheuristic 

optimization algorithm based on the Adams-Bashforth 	
two-step scheme (MOABT) technique and GWO in problem 8

6. Discussion of experimental results

The aim of this paper is to find a fast and efficient way 
to train artificial neural networks to classify data and ap-
proximate functions. The metaheuristic algorithm based on 
the two-step Adam-Bashforth method was used. In Table 1 

and Fig. 2–9, the new algorithm outperformed the GWO 
algorithm in goal convergence by taking 500 iterations for 
each algorithm.

The new algorithm was compared with the GWO algo-
rithm, and the results of the developed algorithm were more 
efficient and more accurate than those of the GWO algo-
rithm, as shown in Table 1 and graphs from Fig. 2–9. The best 
mean square error was obtained for the given problems as 
found in Table 1 and Fig. 2–9. And we got the global solution 
for the taken problems.

The scope of the study is to classify the data, approxi-
mate the functions, and obtain the least value for the mean 
square  error.

This study is distinguished by its speed in classifying 
training data and approximate functions. 

One of the disadvantages of the method is that it takes 
time and effort to train artificial neural networks to classify 
data and approximate functions, and we hope to solve this 
problem soon.

The difficulties encountered by the researchers in this 
paper are how to obtain training data to test the pro-
posed method.

7. Conclusions

1. The MOABT algorithm is more accurate and more effi-
cient than the GWO algorithm that depends on randomness 
in training artificial neural networks.

2. The training results were very encouraging for their con-
vergence of the global solution in the classification of data and 
approximation of functions. The MOABT algorithm is superior 
to the GWO algorithm in training artificial neural networks.

3. The rate of development of the new algorithm in re-
lation to the wolf algorithm is as follows: in the problem of 
XOR 65 %, in the problem Balloon 120 %, in the problem  
Iris 1 %, in the problem Breast cancer 63 %, in the problem 
Heart 74 %, in the function Sigmoid 1 %, in the function Co-
sine 1 %, and in the function Sine 13 %.
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