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This paper formalizes the model 
of choosing a strategy for reducing air 
pollution in an urban environment. The 
model involves determining the opti-
mal location of biotechnological sys-
tems – biotechnological filter systems 
or smart air purification devices based 
on solving the problem of discrete opti-
mization, taking into consideration the 
forecast of the air quality index. Two 
subtasks have been formalized, which 
make it possible to form a strategy for 
reducing air pollution. To solve one 
of the subtasks, a  combined selective 
model for predicting the time series 
of the Air Quality Index (CSM) was 
built. The combined model software 
suite consists of the EMD-ESM hybrid 
model (Empirical Mode Decomposition-
Exponential Smoothing Model), the 
HWM additive model (Holt-Winters 
Model), and the adaptive TLM (Trigg-
Lich Model). To verify the proposed 
combined selective model, the time 
series of air quality indices (AQI) 
for the city of Nur-Sultan (data from  
2010–2021, period 6 hours) were se- 
lected. As a result of verification, it was 
established that in the case of short-
term forecasting of the air quality index 
time series, the EMD-ESM model has 
an advantage according to the crite-
rion of a minimum root mean square 
error (RMSE), δ = 0.11. For the case 
of medium-term forecasting of 3 < τ ≤ 5, 
the combined selective model (CSM) 
has the advantage. The results repor
ted here are input data for the task of 
choosing strategies for reducing the 
volume of air pollution in the urban 
environment. The study’s results make 
it possible to increase the flexibility of 
the formation of strategies for reducing 
air pollution since they avoid restric-
tions on the location of cleaners in spe-
cific urban areas. The consequence is 
the improvement of the environmental 
situation in the city and the develop-
ment of the region in general
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1. Introduction

Air pollution and the need to improve air quality are 
a  problem for the whole world; this issue is especially rele-

vant for megacities. According to the World Health Orga-
nization (WHO), air pollution is the most serious risk to 
the environment and can have negative consequences on 
the health of millions of people. For example, in 2021 alone,  
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WHO determined that about 7 million deaths, one in eight 
of the total number of deaths in the world, were caused by 
air pollution [1]. Air pollution affects the environment and 
human life, and leads to a significant number of adverse ef-
fects on human health, climate, and the ecosystem in general. 
Air pollutants, both natural and anthropogenic, can extend 
over long distances and cover large areas in the form of wet 
and dry precipitation. This is a serious risk factor for human 
health when inhaling or getting these pollutants into the 
food chain. Significant health effects are associated with both 
short- and long-term exposure to air pollution.

The availability of standards and systemic measures to 
monitor the state of air pollution, as well as the creation of  
a long-term strategy to improve air quality, are important 
tasks that need to be addressed immediately. The result 
of solving these problems is to reduce the risks to hu-
man  health. It is important to note that this issue is most 
relevant to the urban environment. Along with the introduc-
tion of standards, and the formation of strategies for solving 
these problems, one can use the internet of things technolo-
gies and predictive data analysis. This is due to the fact that 
the spread of various air pollutants occurs nonlinearly, in 
different regions it is concentrated in different ways, which 
affects the development of diseases of the population living 
in these regions. One needs to know in advance about the 
change in the concentration of pollutants to plan measures 
to reduce the negative impact on health. The effectiveness 
of the measures depends on the application of data analytics.

A new trend in solving the problems of air purification 
is the creation of a biotechnological filter system that uses 
special types of plant crops that remove pollutants and re-
lease oxygen. This area is known as Biotech. The proposed 
solution is implemented as an air filter that absorbs fine dust 
and other pollutants, thereby cleaning the air next to this 
device. Projects in this area are relevant and funded at the 
government level in the UK, Germany, Portugal, the Repub-
lic of Kazakhstan, etc. [2].

Smart air purification devices can be placed in almost any 
part of the city. Given the significant cost of devices and the 
lack of serial production of significant numbers of such devices, 
the question of their rational use is acute. In particular, the 
rational location of devices can increase the efficiency of their 
use. That is why the study of the choice of a strategy for reduc-
ing air pollution in the urban environment is an urgent task.

2. Literature review and problem statement

Study [2] notes that the use of a biotechnological sys-
tem  – a biotechnological filter system or a smart cleaning 
device CityTree – can effectively reduce air pollution from 
harmful particulate matter and gases, in particular NO2  
and CO2. One such device replaces 275 trees. At the same 
time, to place a smart device, one needs four orders of mag-
nitude less area than for the area on which green spaces of 
the corresponding volume are placed to obtain this effect.  
Another significant advantage of using air purification devi
ces is much greater flexibility in their location.

As shown in [3], air pollutants in the city are unevenly dis-
tributed in space and time. This leads to a regular excess of the 
permissible concentrations of certain pollutants. Such an excess 
poses a threat to the health of city dwellers. Arranging smart air 
purification devices in such areas can reduce the concentration 
of pollutants and save the lives and health of urban residents.

Various strategies for reducing air pollution are being 
investigated. One class of strategies is to increase the number 
of green spaces in cities, the placement of which is the task 
of individual research. In particular, study [4] constructed  
a multicriterial problem of optimal arrangement of green 
areas in the city based on demographic indicators. However, 
that model does not take into consideration the dynamics of 
the city development. In [5], a multicriterial model of place-
ment optimization maximizes air purification and minimizes 
the heating of street surfaces and the cost of green spaces. 
The proposed model makes it possible to choose the optimal 
one from predetermined plans for the location of green areas. 
Specifically, the authors listed the best of 30 potential plans 
for some hypothetical city in South Korea. The proposed 
model makes it possible to take into consideration the exist-
ing restrictions on the possibility of placing green areas but 
requires the use of expert opinion to prepare rational plans. 
The result of optimization significantly depends on the qua
lifications of experts and the quality of their consultations  
in the construction of plans.

To ensure the effective choice of a strategy for reducing 
air pollution, it is important to use the appropriate analytical 
apparatus. To solve the problem of discrete optimization for 
the arrangement of air purification devices within the city, it 
is necessary to understand the trend of changing air pollution 
in the relevant regions of the city. To do this, one can use 
predictive data analysis, in particular, to solve the problem 
of forecasting the time series of air quality indices for each 
individual region. For such time series, a common trend is 
the creation of hybrid and selective combined models of va
rious  types. In work [6], adaptive combined models are pro-
posed, taking into consideration the similarity of time series, 
and their frequency is taken into consideration at the level of 
models in the software set. However, for the time series of air 
quality indices, it is important to understand the moments of 
changes in trends in improving or worsening air quality. This 
will make it possible to plan the location of air purifiers in the 
relevant regions. In [7], to predict the concentration of pol-
lutants, hybrid intelligent forecasting models are used, taking 
into consideration models of multicriterial optimization. The 
models described in [7] are used for scientific purposes, as 
well as for the preparation of short-term corrective plans 
for air quality control in cities with high levels of pollution. 
However, to use the models described in [7] for other cities, it 
is necessary to adjust the parameters of the models each time.

To adjust forecasting models with an emphasis on deter-
mining changes in trends, one can use the EMD method to 
decompose a signal, which is the time series of the air quality 
index, into the functions of empirical modes. In [8], a com-
bination based on the EMD method was used to predict the 
concentration of PM25. The results of the study described 
in [8] showed that the EMD method can be used to improve 
the accuracy of the forecasting model when working with 
complex air quality data. Paper [9] considers the combination 
of models based on EMD with the model of neural networks. 
Neural network models require parameter adjustments to 
ensure the calculation of the high accuracy forecast. To pre-
dict nonlinear and non-stationary time series with a similar 
structure as the air quality index, hybridization of the EMD 
method and autoregression model (AR) is used in work [10]. 
This combination makes it possible to get a smaller fore-
casting error than using the AR model without taking into  
consideration EMD but requires a greater amount of comput-
ing resources. Paper [11] also considers a similar combination 



Mathematics and Cybernetics – applied aspects 

25

of the EMD method and the ARMA model, which makes it 
possible to obtain a forecast of sufficient accuracy only in the 
case of careful adjustment of the model parameters.

The structure of the air quality index time series (AQI) 
allows the use of a class of exponential smoothing (ESM) 
models for its forecasting, in particular those that adapt their 
own parameters to the time series generation mechanism. 
These models include the Trigg-Leach model (TLM) or mo
dels that take into consideration seasonality, the Holt-Win-
ters model (HWM). In [12], it is proposed to fulfill the 
forecast of the time series of the air quality index based on 
the HWM model. However, for the effective use of this model 
for the time series discussed in this study, it is necessary to 
adjust the parameters of the model. Taking into consideration 
the selective principle of selection of forecasting models in 
combinations is described in [13]. The information tech-
nology that implements the principle of calculation based 
on combined forecasting models is described in [14]. Con-
sequently, the study of combined selective type models for 
forecasting the time series of air quality indices based on the 
EMD method, and the class of exponential smoothing models 
with parameter adaptation is a promising direction. It will 
solve the problem associated with the choice of a strategy  
to reduce air pollution. The results of the study could serve  
as a theoretical and practical basis for the development of new 
combined models for predicting nonstationary time series.

3. The aim and objectives of the study

The aim of this study is to develop a model for choosing  
a strategy for reducing air pollution in the urban envi-
ronment based on an analysis of air condition monitoring  
indicators. This will make it possible to improve the efficien-
cy of management of the city’s environmental policy.

To accomplish the aim, the following tasks have been set:
– to formalize the task of choosing a strategy for reducing 

air pollution in the urban environment; 
– to develop a combined model for forecasting air quality 

indicators based on the results of monitoring at stationary 
observation stations and to verify the model.

4. The study materials and methods

Our paper explores the application of biotechnology and 
Internet of Things technologies, as well as data analysis 
for environmental tasks, in particular for air purification in  
a small location using a biotechnological system – a biotechno-
logical filter system. Fig. 1 depicts the prototype of the system 
that we designed as one intermediate result on the topic «De-
velopment of the intelligent information and telecommunica-
tion systems for municipal infrastructure: transport, environ-
ment, energy and data analytics in the concept of Smart City».

The main hypothesis of this study assumes that the for-
mation of strategies for reducing air pollution in urban envi-
ronments, based on the analysis of air monitoring indicators, 
is effective.

To formalize the parameters of the model of choosing  
a strategy for reducing air pollution in the urban environment, 
the theory of discrete optimization is used. When construct-
ing a combined model for forecasting air quality indicators 
based on the results of monitoring at stationary observation 
stations, models for analyzing time series were applied.

 
Fig. 1. The prototype of the biological system, a filter 	

for air purification in an urban environment

The calculation of the air quality index (AQI) is carried 
out on the basis of air condition monitoring data based on air 
condition monitoring data in the city of Nur-Sultan (Repub-
lic of Kazakhstan): Astana Air Quality Dataset. Monitoring 
of the concentration (mg/cubic meter) of dust, sulfur and 
nitrogen dioxides, sulfates, carbon monoxide, and fluoride is 
carried out every 6 hours at 4 stations. Temperature, wind 
speed (m/s), wind direction, atmospheric pressure, etc. were 
also monitored. Data collection has continued from January 4, 
2010, to the present. Pre-processing of data was carried out 
to exclude emissions that do not fall within the confidence 
interval 3σ. We also consider data without gaps. In the case of 
a gap fixed arising from a failure in the monitoring station, the 
missing values are replaced by the average values of the previ-
ous and subsequent observations. The percentage of emissions 
and omissions is 1.76 % of the total sample size and the emer-
gence of two or more gaps of values in a row was not recorded.

Astana Air Quality Dataset air pollution monitoring data 
are available for on-demand research. The data analysis was 
conducted in the Jupyter Notebook environment using the 
Python programming language and Pandasta NumPy libraries.

During the research, a number of simplifications and 
assumptions were introduced. One of these simplifications 
is the uniformity of the spread of pollutants in the air. In 
addition, climatic factors such as the direction and strength 
of the wind, and the presence of precipitation are not taken 
into consideration.

5. Results of studying the construction of a model for 
choosing strategies and forecasting air quality indicators 

5. 1. Formalization of the problem of choosing a stra­
tegy for reducing air pollution in the urban environment

The concept of reducing air pollution in an urban envi-
ronment based on data analysis methods and IoT techno
logies is proposed. This study considers the approach that  
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among the possible strategies to reduce air pollution in the 
region those will be selected that include the arrangement of 
biotechnological filter systems and monitoring of pollution 
in a given region.

We formalize the task of choosing a strategy to reduce 
air pollution in the urban environment using smart devices 
for air purification. Suppose one needs to place K smart 
devices to clean the air in a particular city. All devices are 
identical, and their characteristics are known and stable. The 
state of the air is determined by the concentration of pollu
tants (P1, P2, …, Pv). Determine the functionality of air puri-
fication with one device C. Let the input of a smart air puri-
fication device be supplied with air containing pollutants of 
the appropriate concentration (P1, P2, …, Pv). At the output, 
the device supplies air containing the Pi – С(Pi) concentra-
tion of pollutants, i v= 1, . Then the air condition when using  
K devices can be described using the formula:



P P KC Pi i i= − ( ),

where 


Pi  is the concentration of the pollutant after air puri-
fication, i v= 1, .

It should be noted that such an assessment of the state 
of the air is fair only in a certain limited area around a smart 
device for air purification.

To assess air pollution, we introduce a function to find the 
air quality index (AQI) as an integral function of the concen-
tration of pollutants f(P1, P2, …, PV).

Consider (t1, t2, …, tn) moments that are placed evenly 
on the time axis. At each given time ti, monitoring points 
(R1, R2, …, Rx) monitor the concentration of various pollut-
ants (P1, P2, …, Pv). Let the city O be given, which is covered 
with a grid with cells (o1, o2, …, oy). In each cell of the grid, we 
calculate the pollution according to the model of the inverse 
distance weighting (IDW) [15]. As a result, we obtain multi
dimensional time series with geographical location (P11(t), 
P12(t), …, P1v(t), P21(t), P22(t), …, P2v(t), …, Pyv(t)). 

For each cell, calculate the air quality index (AQI) at each 
point in time. As a result, we define the time series:

z t o f P t P t P tj j j jv, , , , ,( ) = ( ) ( ) … ( )( )1 2  j y= 1, ,

where z(t, oj) is the air quality index in cell oj before cleaning.
If the air purification device is placed in the cell, the air 

quality index increases:

z t o z t o z t oj j j, , , ,( ) = ( ) + ( )( )Δ

where z t oj( , ) is the air quality index in the cell oj after  
cleaning, Δ(z(t,oj)) is the increase in the air quality index  
due to cleaning by one device.

Place in cells (o1, o2, …, oy) smart devices for air puri-
fication. Let K1, …, Ky be the number of smart devices for 
air purification that are placed in cells (o1, o2, …, oy). Then 
the choice of a strategy to reduce air pollution in the urban 
environment based on the use of smart devices is associated 
with the solution to the problem of maximizing air quality  
at times n+1, n+2, …, n+τ.

z t o K z t oj j j
t n

n

j

y

, , max,( ) + ⋅ ( )( ) →
= +

+

=
∑∑ Δ

11

τ

	 (1)

K Kj
j

y

=
=

∑
1

. 	 (2)

To solve problems (1), and (2), one needs to solve the 
following two subtasks:

1. Calculate the forecast of the time series of air quality 
indices at time n+1, n+2, …, n+τ.

2. Determine the increase Δ(z(t, oj)) taking into consid-
eration the technical characteristics of the corresponding 
devices in the oj cell and estimates of the forecast of the time 
series of the air quality index.

In this study, the first subtask is solved.

5. 2. Development and validation of the combined mo­
del for forecasting air quality indicators based on monitor­
ing results (CSM)

Consider the combined model of forecasting air quality 
indicators for one cell oj. For other cells, the model is used 
similarly with the corresponding parameter setting.

Let the time series z t zt t
n( ) = ={ } ,1  be set, based on the results 

of monitoring the state of the air at stationary observation 
stations at fixed moments of time t. The series z(t) consists of 
the values of the air quality index (AQI), which are obtained 
by convoluting air quality indicators based on monitoring 
indicators of various indicators of pollution or taking into 
consideration modeling of atmospheric dispersion. Visually, 
the z(t) series for the urban environment is quasi-periodic 
in nature with an increase in rush hour levels, due to in-
creased pollutant emissions, and with a decrease in levels 
at night. However, for large agglomerations, the z(t) time  
series quasi-period may not be visually fixed.

The zM level of the time series { } ,zt t
n
=1  z zM t t

n∈ ={ } ,1  is called 
the local maximum of a given time series if the condition 
zM+b > zM+b+1, zM–a > zM–a–1 for a = −0 1, ,α  b = −0 1, β  is met. 
The zm level of the time series { } ,zt t

n
=1  z zm t t

n∈ ={ } ,1  is called 
the local minimum of a given time series, if z zm b m b+ + +< 1, 
z zm a m a− − −< 1  for a = −0 1, ,α  b = −0 1, .β  The right arm for the 
local maximum point zM is a series there is a number of β for 
the right shoulder point for the local maximum point zM is the 
{ , , , } { } ,z z z zM M M t t M

M
+ + =

+=1  β
β  series. β is the power of the right 

arm. The left arm for the point of local maximum zM is the 
{ , , , } { } ,z z z zM M M t t M

M
− − =

−=1  α
α  series, α is the power of the right 

arm. The time series { } ,zt t
n
=1  levels consisting of local maxi-

mum points with the left and right arm powers, respectively, 
α and β form a time series of local maximums { } ,,zt j

s

j

α β
=1  where 

the 


zt j

α β,  levels satisfy the condition for a local maximum point 
with the arms α and β, { } { } .,z zt j

s
t t

n

j

α β
= =⊂1 1

Similarly, the right and left arms are formed for the local 
minimum point zm. Then the { } ,zt t

n
=1  time series levels, which 

consist of local minimum points with the powers of the left 
and right arms, α and β, respectively, form a time series of local 
minimums { } ,,zt j

c

j

α β
=1  where the 



zt j

α β,  levels satisfy the condition 
for the local minimum point with the arms of the α and β, 
{ } { } .,z zt j

c
t t

n

j

α β
= =⊂1 1  Any point in the series { }zt t

n
=1 can be a local 

minimum point, a local maximum, or a regular point that does 
not meet the conditions for the local minimum or local ma
ximum. Let’s assume that the points of the local minimum and 
the local maximum alternate and their number is equal, c = s = q.

We use the EMD method to decompose the time series 
into empirical modes. Empirical mode (IMF) is a function 
for which the number of local minimums and maximums 
differs by no more than unity, and the average value on the 
upper and lower envelopes should be zero. The EMD method 
consists of the following steps:

Stage 1. For the time series { } ,,zt j
q

j

11
1=  we construct func-

tions that are third-order polynomials for each of the seg-
ments [tj–1, tj], j q= 2, :
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ν α β γ ζj j j j j j j jt t t t t t t( ) = + −( ) + −( ) + −( )2 3
,	 (3)

ν αj j jt( ) = ,  ′ ( ) =ν βj j jt ,

′′( ) =ν γj j jt 2 , ′′′( ) =ν ζj j jt 6 .

We shall find unknown polynomial coefficients and even-
tually build a cubic spline νj(t), given that the function ν(t) is 
twice continuously differentiable and the spline constructed 
will interpolate the function at points that are the { },zt j

q

j

11
1=  

time series levels. Similarly, we shall build a cubic spline μj(t), 
which will interpolate the function at points that are the 
{ },zt j

q

j

11
1=  time series levels.

Stage 2. Find the average for functions ν(t) and μ(t), 
M t t t( ) ( ( ) ( )) .= +ν µ 2

Stage 3. Let’s highlight the difference h(t) = z(t)–M(t).
Stage 4. Stages 1–3 are repeated until the empirical mode 

condition is met. According to the results of the stage, we 
get the first empirical mode for a fixed t, that is, f1(t) = h(t).  
The remainder in the first step r1(t) = z(t)–f1(t). In the fol-
lowing steps, rk(t) = rk–1(t)–fk(t). Repeat stages 1–4, taking 
into consideration the residues according to the sifting pro-
cedure described in [16] until zero averages are provided or 
other stop criteria are met. As a result, we get the function  
of empirical modes and the input time series will be repre-
sented in the form:

z t f t r tk
k

w

w( ) = ( ) + ( )
=

∑
1

, 	 (4)

where rw(t) is the last residue, w is the number of empirical 
modes identified.

The process of constructing empirical modes is considered 
complete if the sifting process stops. Empirical mode is con-
structed if the number of local minimums and maximums dif-
fers by no more than unity, and the average value between the 
upper and lower envelopes is close to zero according to a cer-
tain criterion. In [17], it is proposed to introduce two threshold 
values θ1 and θ2. The σ(t) function evaluation is defined as:

σ
ν µ

t
M t

t t
( ) =

( )
( ) − ( )
2

,	 (5)

moreover, the sifting procedure continues until σ(t) < θ1 for 
a certain part of the calculation duration (1–ε) and σ(t) < θ2 
for the rest of the part. In [17], the following parameters are 
suggested: ε ≈ 0.05, θ1 ≈ 0.05, 10·θ1 ≈ θ2.

Taking into consideration the structure of the time series 
obtained based on the results of the EMD method, we use 
the exponential smoothing model class (ESM) to construct 
a { }zt t

n
=1 time series forecast. Denote via 



z nτ ( )  the estimation 
of the { } ,zt t

n
=1  time series forecast performed at point zn with  

a period of τ, that is, 


z n znτ τ( ) = + .
We shall build a combined selective forecasting model, 

which will be based on the following three models:
– The EMD-ESM Hybrid Model. Smoothing the time 

series (2), built according to the EMD method according to 
the exponential model of zero order, we obtain the following 
estimate of the forecast:



z n n1
1 ( ) = ξ ,	 (6)

ξ χ χn n nz z= + −( ) −1 1, ξ1 1= z ,

where 


z n1
1 ( ) is the prediction at point zn with period 1 ob-

tained under the EMD-ESM hybrid model, χ ∈ [0,1].

To construct a long-term forecast with a horizon of τ > 1, 
the calculated value 



z n1 ( )  is taken as the last value of the 
time series z z nn+ = ( )1 1



 and the forecast is made according to 
the described model (4) at this point zn+1 with a period of 1.  
As a result, we obtain a forecast with a horizon of τ = 2. One 
can also use the exponential smoothing model of higher or-
ders for this purpose.

– HWM model (the additive model by Holt-Winters). 
This model is used for processes with an additive trend 
component and multiplicative seasonality. Let qi be the as-
sessment of the seasonal component of the series zt t

n{ } =1
, and 

L is the period of the seasonal cycle, then the HWM model 
for the series zt t

n{ } =1
:



z n s m qn n n L1
2

1( ) = +( )⋅ − + ,	 (7)

s
z

q
s mn

n

n L
n n= + −( ) +( )

−
− −α α1 1 1 ,

m s s mn n n n= −( ) + −( )− −β β1 11 ,

q
z
s

qn
n

n
n L= + −( ) −γ γ1 ,

where γ ∈ [0,1] is the seasonal component smoothing para

meter, α ∈ [0,1], β ∈ [0,1], 


z n1
2 ( )  is the prediction at point zn 

with period 1 obtained from the HWM model.
– TLM model (Trigg-Leach adaptive model). The Trigg-

Leach model makes it possible to dynamically adjust the  
value of the smoothing parameter depending on the forecast-
ing error that is obtained in the previous step:



z n sn1
3 ( ) = , 	 (8)

s z sn n n n n= ⋅ + −( ) −α α1 1,  αn
t

t

d
g

= ,

d e dn n n= + −( ) −β β1 1,  g e gn n n= + −( ) −β β1 1,

where αn ∈ [0,1] is the smoothing parameter at n, β ∈ [0,1], 
e z zn n n= −  ,  



z n1
3 ( ) is the prediction at point zn  with period 1 

obtained from the adaptive TLM model.
The combined selective forecasting model. Let each 

model calculate the forecasts 


z np
τ ( )  – forecasts at point zn 

with a period of τ, calculated according to the hybrid model 
EMD-ESM (6), additive model HWM (7), and adaptive 
model TLM (8), p = 1 3, .  Then the selective combination of 
models involves the choice to calculate the forecast of the 
model that is most accurate in the current time series. The 
adaptability of the combined model is ensured by calculating 
the forecasting error for each model that is in its software set 
and comparing the estimate:

λ δ τ δ λτn
p p

n
pe n= −( )+ −( ) −1 1,	 (9)

where e n z z np
n

p
τ ττ τ−( ) = − −( )

 is the absolute forecasting er-
ror calculated at time (n–τ) with a period of τ, 0 < δ ≤ 1, p = 1 3, .

At each point zn, when the forecast is executed, the mo- 
del for which estimate (9) is minimal is selected. That is,

 

z n z ng
τ τ
* ,( ) = ( )  g

p
n
p= { }

=
arg min .

,1 3

λ

To verify the proposed combined selective model, the 
time series of air quality indices were selected, which are cal-
culated for the city of Nur-Sultan (Republic of Kazakhstan), 
Astana Air Quality DataSet. The data were selected from 
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2010 to 2021 The data were recorded four times a day at five 
observation stations (more than 15 thousand points).

The EMD-ESM hybrid model (6), the HWM additive 
model (7), and the adaptive TLM (8) model, as well as 
their selective type combination (9), were implemented. 
To calculate the forecast error, an experimental section of 
the time series { } ,zt t u

n
=  was selected, U < u < n. U is chosen 

taking into account the adaptation of models of exponen-
tial smoothing to the mechanism of time series generation, 
theoretically, it should be U > 40, in the verification process 
the value U = 100 was chosen. We calculated the standard 
deviation (RMSE):

RMSE
n u

z u i zp
u i

i

n u

τ τ τ=
− +

+( ) −( )+ +
=

−

∑1
1

2

0



.

The derived average standard deviations (Table 1, Fig. 2) 
show that the use of the combined selective model (CSM) 
allows for higher accuracy compared to the models included 
in the software set, for τ > 3. The software suite includes the 
EMD-ESM hybrid model (6), the HWM additive model (7), 
and the adaptive TLM model (8)).

Table 1

Average standard errors of the forecast of the time series 	
of air quality with a period τ =1 5,  for built models

τ
Model

1 2 3 4 5

EMD-ESP 0.0207 0.0314 0.0506 0.0989 0.1563

HWM 0.0311 0.0462 0.0628 0.0917 0.1388

TLM 0.0515 0.0581 0.0733 0.1196 0.1859

CSM 0.0365 0.0426 0.0529 0.0715 0.1107

0

0.05

0.1

0.15

0.2

1 2 3 4 5

R
M

SE

τ

EMD-ESP
HWM
TLM
CSM

Fig. 2. Average root mean square errors (RMSE) 	
of the air quality time series with a period τ =1 5,  	

for constructed models

For small values τ ≤ 3, the EMD-ESM hybrid model has 
an advantage based on RMSE. Taking into consideration the 
need to calculate the long-term forecast for the problem of 
forecasting air quality indicators, it is proposed to form time 
series taking into consideration the forecast period, thinning 
the value of the input series.

6. Discussion of the choice of parameters for  
the forecasting model and the choice of strategies  

for reducing air pollution

An important issue in ensuring the accuracy of the fore-
cast is the choice of parameters for the described models. The 
choice of parameters for EMD-ESP, HWM, and TLM mod-
els is determined by the theoretical estimates from respective 
authors or is adjusted in the forecasting process, adapting to 
the structure of the time series. Then, to select the parameter 
δ in the combined selective model, thoroughness is required 
because the final accuracy of the forecast depends on it. 
The value of the δ parameter is determined by the type of 
time-series dynamics. The more persistent the input time 
series { } ,zt t

n
=1  is, the error of forecasting e np

τ τ−( )  according 
to the described models for p = 1 3,  will be less. Accordingly, 
in this case, one needs to reduce the δ parameter for (9).  
If the time series is close to random, then the errors e np

τ τ−( ) 
will increase, and, therefore, it is necessary to take them into 
consideration in adjusting the forecast according to the com-
bined selective model, increasing the δ parameter for (9). The 
level of persistence, randomness, and anti-persistence of the 
time series is determined on the basis of fractal R/S-analysis. 
In addition, for an approximate assessment of the δ parameter 
in the combined selective model, one can use the ratio of the 
product of local maximum points to local minimum points 
with empirical arm power α ≥ 3, β ≥ 3. To build a forecast of 
the level of air pollution, one can use the combined approach 
described in work [18].

Let the time series { },zt j
q

j

3 3
1=  and { },zt j

q

j

3 3
1=  be constructed for 

the time series { } .zt t
n
=1  Then the evaluation of the δ parameter 

in the combined selective model for (9) is determined from 
the following formula:

δ =










=

−

∏
�

�
z

z
t

tj

q
j

j

3 3

3 3
1

1,

, .

For the series close to random, such an inverse ratio δ is 
close to unity, δ > 1. For persistent series, the δ value increa
ses, δ >> 1. Hearst’s indicator for the input time series of the 
air quality index H = 0.657 (calculated on the basis of norma
lized R/S-analysis), δ = 0.11.

The result of our study is the constructed model for 
choosing strategies for reducing air pollution in the urban  
environment, solving which requires solving two subtasks. 
One of them can be solved by a combined model for forecast-
ing the time range of air quality indicators.

The main limitation of this study is that for the use of  
a combined model for predicting the time series of air quality 
indices based on exponential smoothing models, it is neces-
sary to have sufficient volume of data to adjust the parame-
ters of the models.

A significant disadvantage of the study is that when 
predicting air quality indicators, meteorological indicators 
are not taken into consideration. Determining the increase 
in air quality, taking into consideration the technical charac-
teristics of air purification devices and estimates of the time 
series of the air quality index, is not addressed in this study.

To apply the proposed model of choosing a strategy for 
reducing air pollution and assessing its effectiveness, it is 
necessary to obtain sequential solutions to two subtasks. One 
of them is solved in this study. To verify the second subtask, 
one needs to develop several biotechnological filter systems 
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and test their work using an example of a particular region. 
That will be part of further research.

A potential effect is to reduce air pollution in a particular 
region and improve the health of the region’s population, but 
this is a separate task of the study, which requires a long time 
and additional experiments.

We see further development of the study in two directions. 
In particular, the task of increasing air quality, taking into 
consideration the technical characteristics of air purification 
devices, requires additional research and will be considered in 
subsequent studies. The second area to advance our study is 
to supplement the combined selective model with additional 
parameters, in particular meteorological data.

7. Conclusions

1. The task of choosing a strategy for reducing air pollu-
tion in the urban environment has been formalized. A model 
has been built that provides for the optimal placement of air 
purification devices based on the results of solving the prob-
lem of discrete optimization, taking into consideration the 
forecast of the air quality index. Two subtasks that need to be 
solved have been formalized. To apply the proposed model of 
choosing a strategy to reduce air pollution, one needs to de-
rive solutions to both subtasks. The problem of determining 
the growth Δ(z(t, oj)) taking into consideration the technical 
characteristics of the corresponding devices in the oj cell and 
the estimates of the forecast of the time series of the air qua
lity index will be solved in further studies.

2. To solve the problem of choosing strategies for reducing 
the air pollution in the urban environment, a combined se-
lective model (CSM) for forecasting the time series of the air 

quality index was built. The combined model software suite 
consists of the EMD-ESM hybrid model (6), the HWM ad-
ditive model (7), and the adaptive TLM model (8). To verify  
the proposed combined selective model, the time series of 
air quality indices were selected for the city of Nur-Sultan, 
Astana Air Quality DataSet. The data were selected from 
2010 to 2021. The data were recorded four times a day at 
five observation stations (more than 15 thousand points). As 
a result of verification, it was established that in the case of 
short-term forecasting of the air quality index time series, the 
model EMD-ESM has an advantage according to the crite-
rion of minimum root mean square error (RMSE). For medi-
um-term forecasting τ ≤ 3, the EMD-ESM hybrid model has 
an advantage in terms of RMSE, with a parameter δ = 0.11. 
Hearst’s indicator is H = 0.657, for the air quality index time 
series (calculated on the basis of normalized R/S analysis). 
For the case of medium-term forecasting, 3 < τ ≤ 5, the com-
bined selective model (CSM) has the advantage. Our results 
are input data for the task of choosing strategies for reducing 
the volume of air pollution in the urban environment.
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