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1. Introduction

In the modern world, it is relevant to use the capabilities 
of artificial intelligence in simplifying the daily life of people 
with disabilities and ensuring their place in society. The 
difficulty of detecting sign language using machine learn-
ing is partly due to the complex nature of sign language: in 

addition to spoken language, the transmitted information 
is divided into three separate channels, namely hands, face 
and upper body, so that only all their information contains 
all the information. In this construction, hands tend to con-
vey words themselves, while the face and upper body tend 
to convey grammatical and temporal information. These 
exceptions require special processing of all three channels, 
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According to WHO, the number 
of people with disabilities in the 
world has exceeded 1 billion. At the 
same time, 80 percent of all people 
with disabilities live in developing 
countries. In this regard, the demand 
for the use of applications for people 
with disabilities is growing every 
day. The paper deals with neural 
network methods like MediaPipe 
Holistic and the LSTM module for 
determining the sign language of 
people with disabilities. MediaPipe 
has demonstrated unprecedented low 
latency and high tracking accuracy in 
real-world scenarios thanks to built-
in monitoring solutions. Therefore, 
MediaPipe Holistic was used in this 
work, which combines pose, hand, 
and face control with detailed levels.

The main purpose of this paper 
is to show the effectiveness of the 
HAR algorithm for recognizing human 
actions, based on the architecture 
of in-depth learning for classifying 
actions into seven different classes.  

The main problem of this paper 
is the high level of recognition of 
the sign language of people with 
disabilities when implementing their 
work in cross-platform applications, 
web applications, social networks 
that facilitate the daily life of people 
with disabilities and interact with 
society. To solve this problem, an 
algorithm was used that combines 
the architecture of a convolutional 
neural network (CNN) and long 
short-term memory (LSTM) to study 
spatial and temporal capabilities from 
three-dimensional skeletal data taken 
only from a Microsoft Kinect camera. 
This combination allows you to take 
advantage of LSTM when modeling 
temporal data and CNN when 
modeling spatial data.

The results obtained based on 
calculations carried out by adding a 
new layer to the existing model showed 
higher accuracy than calculations 
carried out on the existing model
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lute Differences) algorithm. The Theo Pavlidis Algorithm, 
which visits only the boundary pixels, was used to find 
the contours. This method brings down computational  
costs. 

The Support Vector Machine (SVM) classifier was 
used in [8]. The authors deviate from other traditional 
methods by not using hand markers such as gloves for 
gesture recognition.

The peculiarity of this work is to demonstrate the ef-
fectiveness of the developed algorithm for studying spatial 
and temporal possibilities using three-dimensional skel-
etal data taken only from the Microsoft Kinect camera. 
To test the proposed algorithm, some tools are proposed 
and discussed that ensure its effectiveness for continuous 
recognition of human actions in real time.

3. The aim and objectives of the study

The aim of the study is to improve the efficiency of 
gesture recognition systems based on neural network al-
gorithms for real-time image analysis. 

To achieve this aim, the following objectives were 
accomplished:

– to analyze the existing sign language recognition 
algorithm;

– to implement sign language recognition for people 
with disabilities using neural network technologies. 

4. Materials and methods

MP Holistic is a real-time human activity monitoring 
technology. Simultaneous real-time perception of human 
posture, facial expressions and hand control on mobile 
devices, fitness and sports analysis, motion control and 
sign language recognition, augmented reality effects, etc. 
Impressive applications can be added, such as MediaPipe, 
an open-source database source code, designed specifi-
cally for complex receive channels using accelerated in-
puts (such as GPU or CPU), providing fast and accurate, 
but separate solutions to these problems. Combining them 
all into a final solution that is semantically relevant in real 
time is a particularly challenging task, requiring multiple 
dependent neural networks to run simultaneously.

The HAR framework includes two modules: a stand-
alone process that is generated only by a skeletal 3D 
stream captured from an RGBD10 camera, and a model 
that is studied using a combined CNN and LSTM archi-
tecture to explore spatial and temporal correlation char-
acteristics. The second module refers to an online process 
that is used to infer the action taken by the user in real 
time, and then the prediction uncertainty is calculated to 
decide on the reliability of the recognized action (Fig. 1).

Long short-term memory networks (LSTMs) are a type 
of recurrent neural network (RNN) that can learn and re-
member long-term dependencies. Long-term recall of past 
information is the default action. Execution algorithm for 
LSTM modules:

– forget small parts of the previous state;
– select and update cell state values;
– display certain parts of the cell state [9].
Fig. 2 shows how the LSTM works.

since each channel differs from the others in detail, scale and 
range of motion. Only with the help of efficient preprocess-
ing algorithms and computer vision can the basic model be 
sufficiently simplified to provide real-time viability, appro-
priate accuracy and simple configuration of sign language 
detection equipment.

Understanding human behavior is necessary for ef-
fective interaction between artificial systems and people 
in the real world. This can be achieved by translating 
perceived behavioral signals and context descriptors into 
encoded behavior. However, due to the complex nature of 
human activity, it is still difficult. This applies to many 
factors, such as variability of activity classes, background 
noise, and similarities between different activity classes. 
Even though many studies on human behavior recogni-
tion (HAR) have been published, these tasks do not have 
human-like results, and this ability is still an open question. 
The key to the success of this task is to obtain distinctive 
spatial and temporal features for effective modeling of the 
spatiotemporal evolution of various actions. It is important 
to consider and incorporate low-dimensional, high-preci-
sion embedded methods using new technologies into ex-
isting models [1]. Therefore, it is relevant to recognize the 
sign language of people with disabilities and facilitate its 
use in society, social networks and applications using new 
technologies.

2. Literature review and problem statement

Object tracking algorithms [2] have a set of significant 
advantages, but the disadvantage is high computational 
complexity and the need to comply with certain conditions. 
It is advisable to combine these algorithms with detection 
methods to correctly track objects in a video sequence.

In [3], 8 patterns of attention were used in the spatial 
and temporal domains. When using data from multiple time 
series, as in the case of HAR, traditional CNN cannot be 
used directly because capturing the spatial correlation char-
acteristics of the data is not enough to create an accurate 
recognition model. Therefore, skeletal-based HAR requires 
both temporal and spatial information.

Despite the successes achieved in this area, there are also 
a number of shortcomings [4] that limit the use of these tech-
nologies both in the mass segment and in highly specialized 
ones, for example, in military equipment.

During the analysis of object detection algorithms [5], 
it was found that they are easy to implement, but most 
of them have low efficiency and are strongly influenced 
by external factors, such as lighting, background, object 
size, etc. To improve the efficiency of these algorithms, 
it is necessary to combine them, which will improve the 
accuracy of object localization in the image.

In [6], the authors describe deep neural net-
works (DNNs). Deep neural networks have recently made 
great strides in various learning tasks and have also been 
used to classify environmental sounds. Although DNNs 
show their potential in the classification problem, they 
cannot make full use of temporal information. In this pa-
per, the authors propose a neural network architecture for 
using sequential information.

In the work [7], a depth map was calculated by match-
ing the left and right images with the SAD (Sum of Abso-
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Recurrent neural networks (RNN) have connections 
that form directed loops that allow input from the LSTM 
output into the current phase. The output of the LSTM 
becomes the input of the current phase and can remember 
previous inputs thanks to its internal memory. RNN is com-
monly used for image recording, time series analysis, natural 
language processing, handwriting recognition, and machine 
translation [10]. RNN neural network execution algorithm:

– the output at time t–1 is transferred to the input at 
time t;

– similarly, the output at time t is transferred to the input 
at time t+1;

– RNN can process the input of any length;
– the calculation takes into account historical informa-

tion, and the sample size does not increase with the size of 
the input data [10].

An open RNN looks like Fig. 3.
Like RNNs, LSTMs have repetitive connections, so 

the neuron’s activation state from the previous time step 
is used as the context to generate the output. But unlike 

other RNNs, LSTM has a unique formula that avoids other 
RNN training and scaling issues. As well as the impressive 
results that can be achieved with the task of recognizing 
sign languages are the reasons for the popularity of this 
technology.

 

 
 

   
Fig. 1. HAR structure

 

 
   

Fig. 2. Model diagram of the LSTM

 

 
  

Fig. 3. Scheme of RNN operation
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5. Results of the application of neural network 
technologies for recognition of the sign language of 

people with disabilities

5. 1. Analysis of the existing sign language recogni-
tion algorithm

Using the LSTM module, a feature vector was con-
structed for each skeletal joint, including 3D Cartesian 
positions and three Euler rotation angles in 3D 
space (Fig. 4).

Fig. 5 shows the shape of the feature vec-
tor. Let S be the number of data in the model, 
S=(3+3)×Njoint×Nframe, where Njoint is the num-
ber of links used, equal to 15. Nframe is the num-
ber of frames captured by the action, about 100. 
Therefore, according to the model, the feature 
S=6*15*30=2,700.

Function preprocessing consists of the following steps:
– normalization – the process of entering ordinary or 

more familiar data into a range. The main benefit of recovery 
is that it eliminates intra-class discrepancies between data 
when the same action is performed by different people to 
match the height, limb length, orientation, and location of 
different users. Officially, it converts data from a range (low, 
high) to a new range (new low, new high);

– remodeling – data from the sensor can be obtained at 
irregular intervals or in different sizes (20, 40, 50, 60 frames). 
To properly use time-series data, it must be within a certain 
interval size. So some interpolation/extrapolation functions 
are used to resize the input image to the same number of 
frames per pattern. Fig. 6 shows some extrapolation methods 
where a linear model is used;

– the translation provides the same origin of the system 
for all received frames, for all used skeletal joints, a link was 
set on the sensor to view dynamic actions (Fig. 7);

– symmetry is necessary for actions such as “Good af-
ternoon”, “Hello”, “How are you”, etc. The idea is to consider 
a new model based on a rotated version of the original 3D 
skeletal data, such as human right and left-hand move-
ments (shown in Fig. 8).

Fig. 8. Symmetry preprocessing

The difficulty in detecting sign language with ma-
chine learning is partly due to the complex nature of 

sign language: in addition to spoken language, the information 
transmitted is divided into three separate channels, namely 
hands, face, and upper body, so that only all of their information 
contains all information. In this design, hands tend to convey 
words themselves, while the face and upper body tend to con-
vey grammatical and temporal information. These exceptions 
require special handling of all three channels, as each channel 
differs from the others in detail, scale, and range of motion.

5. 2. Implementation of sign language recognition for 
people with disabilities using a neural network technology

The proposed image classification model is a multilayer 
deep neural network consisting of long short-term mem-
ory (LSTM) and a convolutional neural network (CNN). 

 

 
  Fig. 4. Marking the points of the joints of the used human skeleton

 

 
 

   Fig. 5. Feature vector

 

 
   

Fig. 6. Extrapolation methods 

 
   

 

 
   

Fig. 7. Translation preprocessing
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LSTM is a type of closed-loop RNN as opposed to traditional 
feed-forward neural networks. This feature of closed-loop con-
nections makes the LSTM a kind of “general-purpose comput-
er” that can compute anything that a Turing machine can do.

Fig. 9 shows the architecture of our proposed LSTM-CNN 
model. The images are fed through the input layer. This input 
layer is then passed to the batch normalization layer. The 
batch normalization layer applies a transformation to the 
previous layer that keeps the standard deviation of the acti-
vation function close to 1 and the activation mean close to 0, 
thereby normalizing it. We apply per-feature normalization 
so that each input feature map is normalized separately. The 
axis argument specifies the axis on which the normalization 
is performed. Statistics were applied to each batch to normal-
ize the training data and used the average values calculated 
over the training period during testing. The output shape of 
the batch normalization layer is the same as the input shape, 
making it unsuitable for LSTM cells. You can use the reshape 
layer before the LSTM layer to reshape to the desired size. 
After the input layer is resized, it passes through the LSTM 
cell. Tanh, i. e., hyperbolic tangent, is used as the activation 
function of the LSTM cell. The LSTM cell has a dropout 
factor that helps avoid data overfitting. With these charac-
teristics, the LSTM can remember the long dependency and 
shape of the input image for a particular model. The output of 
the LSTM layer is fed directly to the convolutional layer. A 
convolutional kernel is generated by a convolutional layer that 
produces a tensor of outputs by convolution with the input of 
the layer in one spatial (temporal) dimension. The convolu-
tional layer extracts locally significant features. The Adjusted 
Linear Unit (ReLU) was used as the activation function in 
this convolutional layer. To prevent over-connectivity due to 
“fully connected” neurons in a CNN, a capture layer can be 
used after the convolutional layer.

The MH pipeline combines separate models for the pose, 
face, and hand components, each optimized for its specific 
area. However, due to their different specializations, inclu-
sion in one component is not appropriate for others. The 
pose estimation template, for example, takes a low fixed 
resolution (256×256) video frame as input. However, if you 
need to cut out areas of the arms and face from this image to 
switch to the appropriate templates, the resolution of the im-
age will be too low for accurate articulation. Therefore, MH 
is implemented as a multi-stage pipeline that processes dif-
ferent areas using image resolution depending on the region.  

MH first estimates the person’s pose with the BlazePose 
pose detector and then with the base model.

To implement the program, MediaPipe Holistic 
was used, which tracks the human body as an efficient 
pre-processing step for the sign language detection pipe-
line. At the input, data from an RGB webcam with a 
resolution of SD 640×360 pixels was used. The result is 
640×360=230,400 pixels per frame. Since each pixel car-
ries three times as much information, each frame contains 
691,200 integers of information. Shooting at 30 frames per 
second results in pop-ups with 20,736,000 units of infor-
mation per second. For the effectiveness of the method, the 
following steps of action are performed:

– the frame is pre-processed using MediaPipe Holistic, it 
will be obtained from these 691,200 values;

– 33 position markers;
– 21 signatures on each hand;
– 468 bookmarks. There are 543 landmarks in total. 

With 3D coordinates for each orientation, this means a total 
of 543×3=1,629 pop-up information values in one frame, i. e. 
48,870 per second;

– the source data is processed through the connected 
library during operation. By converting the result ob-
tained by MH into array values, we can achieve a certain 
result;

– a special Numpy library is used to read them evenly;
– an empty array of poses is built in a common line of 

code;
– the base values obtained in the test variable through 

the loop are added;
– it is added to the array of pos of the set of points res.x, 

rus.y and res.z according to their symbols. The following 
words were chosen as initial actions: [‘Thank you’, ‘How are 
you?’, ‘What time is it?’] (Fig. 10–12);

– video recording data is recorded by entering each 
selected word into the folder file. To write a word or a 
sentence, the number of videos is 30, which means that 
the action is performed from every angle, i.e., top, bottom, 
horizontal and so on.

Fig. 13 shows the confusion, accuracy, and memory 
performance matrix according to the action table for the 
test data, which reaches 98.30 % accuracy. As shown in the 
matrix, most activities are classified correctly; especially 
the best results are obtained by the “Stop” action due to the 
large number of joints involved in this action.

 

 
  Fig. 9. LSTM-CNN model architecture
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Fig. 10. Definition of “thank you”

Fig. 11. Definition of “how are you?”

Fig. 12. Definition of “what time is it?”

MH is a solution to this problem, offering a new posture 
topology for the modern human, opening up new areas of ap-
plication. MH consists of a new pipeline with the optimized 
pose, face, and hand components, each running in real time, 
with minimal memory transfer between their end servers, 
and support for exchanging three components based on 
quality/speed matching.

6. Discussion of the results of using algorithms and 
methods of artificial technologies for the study of sign 

language recognition

When using data from multiple time series, as in the case 
with HAR, a traditional CNN cannot be used directly be-
cause capturing the spatial correlation characteristics of the 
data is not enough to create an accurate recognition model. 
Therefore, skeletal-based HAR requires both temporal and 
spatial information. This paper examines the efficiency of 
using only the human skeleton when passing the CNN out-
put to the LSTM architecture for real-time spatiotemporal 
recognition (Fig. 1).

Only with efficient pre-processing algorithms and com-
puter vision can the underlying model be sufficiently sim-
plified to ensure real-time viability, adequate accuracy, and 
easy hardware setup for sign language detection (Fig. 4).

An important limitation of LSTM is memory. More pre-
cisely, the deterioration of memory. In the case of a large in-
put time step of the LSTM model, one control can be stored. 
The fact that this LSTM module cannot store multiple con-
trols indicates that its result is inaccurate.

As a result of the experiments, it was found that the devel-
oped algorithm reduces the number of errors during gesture 
recognition for people with disabilities in real time. In [11], the 
number of recognition errors in a video sequence was 6.6 %, 
in [12] – 8.2 %, and in [13] – 8 %. In this work, as a result 
of using LSTM-CNN, the number of errors was 1.7 %. The 
proposed algorithm has reduced the level of errors when rec-
ognizing gestures in the video sequence of a webcam and can 
be used to create natural human-machine interfaces, special 
systems for deaf and dumb people, and also be used to control 
software on a computer using gestures.

The advantage of this method is a two-layer deep LSTM 
RNN with a linear repeating projection layer. At every layer, 
LSTM outperforms sign language recognition performance. 
This architecture uses model parameters more efficiently than 
others considered, is faster to assemble, and outperforms a deep 
forward neural network with a large sequence of parameters.

A promising approach to this pre-processing technique is 
scoring, which traces specific points on the human body as 
3D orientations, allowing full reconstruction of stick figure 
movements. Real-time posture assessment without complex 

multi-camera devices or physical body markers is a 
new field that is still in its infancy.

7. Conclusions

1. The data taken from the open-source Medi-
aPipe has been pre-processed, which means that the 
data is divided into two directions. This paper has 
reviewed the LSTM RNN architecture for a wide 
range of modeling in sign language recognition. For 
sign language recognition, LSTM RNNs are more 

 

 
  

 

 
  

 

 
  

 

 
   Fig. 13. Model performance for test data
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efficient than conventional RNNs for acoustic modeling 
given medium-sized models learned on a single machine. The 
first distributed LSTM RNN training was presented using 
asynchronous stochastic gradient dip optimization on a large 
cluster of machines.

2. The open-source database MediaPipe was used to rec-
ognize spatiotemporal data in real time. In real time, using a 
neural network, human posture, facial expressions, and hand 
control, fitness and sports analysis, motion control, and sign 
language recognition were implemented.

MediaPipe with built-in monitoring solutions has 
demonstrated unprecedented low latency and high accura-
cy tracking in real-world scenarios, which combines pose, 
hand, and face control with detailed levels. MediaPipe 
Holistic is interesting for sign language detection prepro-

cessing, both in sign language identification preprocessing 
and usability for people with disabilities. As a result of 
calculations based on the existing model, on average, sign 
language is recognized with an accuracy of up to 87 %. 
When performing calculations by adding a new layer to 
this model, sign language is recognized with an accuracy 
of up to 98 %.
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