
Mathematics and Cybernetics – applied aspects 

19

Copyright © 2022, Authors. This is an open access article under the Creative Commons CC BY license

DEVELOPMENT OF 
A COMPREHENSIVE METHODOLOGY 

FOR ASSESSING INFORMATION AND 
ANALYTICAL SUPPORT IN DECISION 

SUPPORT SYSTEMS
Q a s i m  A b b o o d  M a h d i

PhD,	Head	of	Department
Department	of	Computer	Technologies	Engineering	

Al-Taff	University	College
Karrada	str.,	3,	Karbala,	Iraq,	31001

B a s e m  A b d u l l a h  M o h a m m e d
PhD,	Lecturer

Department	of	Aeronautical	Techniques	Engineering
Bilad	Alrafidain	University	College

Diala,	Iraq,	32001
O l h a  S a l n i k o v a 

Doctor	of	Public	Administration,	Senior	Researcher,	Deputy	Chief
General	Directorate	of	Military	Cooperation	Ukrainian	Armed	Forces

Dehtiarivska	str.,	28,	Kyiv,	Ukraine,	04119
O l e k s a n d r  S k l i a r 

Adjunct*
S e r h i i  S k o r o d i d 

PhD,	Professor*
V a s i l  P a n a s i u k

PhD,	Associate	Professor
Department	of	Tactical	Special	Disciplines

National	Academy	of	Land	Forces	named	after	hetman	Petro	Sagaidachny
Heroiv	Maidanu	str.,	32,	Lviv,	Ukraine,	79026

A n d r i i  V e r e t n o v
PhD,	Leading	Researcher

Research	Department	
Central	Scientific	Research	Institute	of	Armament		

and	Military	Equipment	of	the	Armed	Forces	of	Ukraine
Povitroflotskyi	ave.,	28,	Kyiv,	Ukraine,	03049

O l e h  S h k n a i
Corresponding author

PhD,	Leading	Researcher
Research	Department

Military	Unit	A1906
Yuriy	Illenka	str.,	81,	Kyiv,	Ukraine,	04050

E-mail:	Shknay@i.ua
Y e v g e n  P r o k o p e n k o

PhD,	Head
Research	Laboratory	for	Strategic	Communications	Development	Problems

Educational	and	Scientific	Center	for	Strategic	Communications		
in	the	Field	of	National	Security	and	Defense**

S e r g i j  P y v o v a r c h u k 
Head	of	Department

Department	of	Combat	use	of	Communication	Units
Military	Institute	of	Telecommunications	and	Information	Technologies	named	after	Heroes	of	Kruty

Moskovska	str.,	45/1,	Kyiv,	Ukraine,	01011
*Department	of	Land	Forces

Command	and	Staff	Institute	of	Troops	(Forces)	Employment**
**The	National	Defence	University	of	Ukraine	named	after	Ivan	Cherniakhovskyi

Povitroflotskyi	ave.,	28,	Kyiv,	Ukraine,	03049	

The object of the study is decision 
support systems. A methodology for 
evaluating information and analytical 
support in decision support systems 
was developed. The method consists of 
the main stages: assessment of the type 
of uncertainty about the state of the 
analysis object, calculation of crite-
ria and determination of development 
options, determination of system reac-
tion time, formation of the initial sce-
nario. The next steps are establishing 
the target state of the object, analyz-
ing options for influencing the analysis 
object, obtaining intermediate target 
states of the analysis object, and deter-
mining options for the development of 
the analysis object.

The method was developed because 
of the need to process more informa-
tion and has a moderate computational 
complexity.

It was found that the proposed 
method has a computational comple-
xity of 10–15 % lower compared to the 
methods for evaluating the effective-
ness of management decisions. This 
method will allow assessing the state 
of information and analytical support 
and determining effective measures to 
increase efficiency. The method will 
allow analyzing possible options for 
the development of the assessment 
object in each development phase and 
the moments in time when it is neces-
sary to carry out structural changes 
that ensure the transition to the next 
phase. In this case, subjective factors 
of choice are taken into account while 
searching for solutions, which are for-
malized in the form of weights for the 
components of the integral efficiency 
criterion. The maximization of the cri-
teria, calculated taking into account 
the preferences, makes it possible to 
determine the best option for the deve-
lopment of the assessment object. The 
method allows increasing the speed of 
assessment of the state of information 
and analytical support, reducing the 
use of computing resources of decision 
support systems, developing measures 
aimed at increasing the efficiency of 
information and analytical support
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1. Introduction

The basis of any management is the decision of the ma-
nager (head), which represents a certain order and methods 

of performing tasks. Preparing and making decisions is one 
of the most important functions of the manager (head) 
in object management [1]. Therefore, the reasonableness 
and timeliness of the manager’s decision are the most im-
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portant task of the relevant officials and analytical units in  
management.

The efficiency of performing this complex task by of-
ficials is greatly affected by decision-making methods, the 
improvement of which is carried out on the basis of complex 
automation and informatization [1].

Thus, the creation and implementation of new highly 
effective automated systems and information technologies 
for decision support into the practice of modern managers are 
one of the most important directions for improving strategic 
management.

Software support systems are being actively developed, 
which will increase the efficiency of information and analy-
tical support for the activities of officials.

The factors that stimulate the development of this class of 
software systems are their use for solving poorly structured 
and difficult to formalize problems in conditions of uncer-
tainty and inaccuracy.

In recent decades, the trend of using artificial intelligence 
methods has been increasing. However, their application in 
existing management systems is mainly limited to an expert 
approach in the interests of automation and informatization 
of individual stages of information preparation in strategic 
decision-making.

The works [2–6] present studies on the development 
of methods (approaches) for multi-criteria evaluation of 
complex objects. As a mathematical apparatus, these works 
use fuzzy set theory, analytic hierarchy process and expert 
evaluation methods.

These approaches have the following disadvantages:
– provide only a general assessment and distract from the 

vision of specific connections between objects;
– complexity of processing heterogeneous data of a quan-

titative and qualitative nature;
– limited dimensions of models used;
– the difficulty of decision-making under uncertainty.
In such conditions, the development of methods for 

multi-criteria evaluation of complex objects and alternatives 
becomes important.

Considering the above, the use of artificial neural network 
theory and fuzzy cognitive maps for decision support systems 
is a relevant direction for further scientific research. This will 
allow decision-makers to make adequate and prompt decisions.

2. Literature review and problem statement

The work [8] describes an agent-based approach used in  
a multi-agent information and analytical system and consi-
ders the problems of information support for decision-making. 
The disadvantages of the approach include the limited repre-
sentation of complex systems, namely, none of the agents has 
an idea of the entire system.

The work [9] provides an operational approach for spa-
tial analysis in the marine industry for the quantitative 
assessment and display of related ecosystem services.  This 
approach covers the three-dimensionality of the marine 
environment considering all marine regions (sea surface, 
water column and seabed) separately. In fact, the method 
builds 3-dimensional models of the sea by estimating and 
mapping those associated with each of the three marine 
domains through the adoption of representative indicators. 
The disadvantages of this method include the impossibility 
of flexible setting (adaptation) of evaluation models while 

adding (removing) indicators and changing their parame-
ters (compatibility and significance of indicators).

The work [10] presents a machine learning model for 
automatic identification of requests and provision of in-
formation support services exchanged among members of 
the Internet community. This model is designed to process  
a large number of messages from users of social networks. 
The disadvantages of the model are the lack of mechanisms 
for assessing the adequacy of decisions made and high com-
putational complexity.

The work [11] presents a method of analyzing large data 
sets. The method is focused on finding hidden information 
in large data sets. The method includes the operations of 
generating analytical baselines, reducing variables, detecting 
sparse features, and specifying rules. The disadvantages of 
the method include the impossibility to take into account 
different decision evaluation strategies.

The work [12] proposes an approach for estimating the 
cost of client’s living in the field of air transportation. In this 
approach, a regression model is first used, and then an indi-
rect estimation model is applied. At the final stage, the eva-
luation results are compared using both evaluation models. 
The disadvantages of the approach include the impossibility 
of determining the adequacy of the obtained estimate.

The work [13] presents an approach to quantitative 
assessment for evaluating optimal selection and/or testing 
of analytical methods. Objective criteria related to ana-
lytical performance, sustainability, environmental impact 
and economic costs are assessed by defining penalty points 
divided into five different blocks. For each block, the over-
all qualification is scaled from 0 to 4 and is represented by 
a regular hexagonal icon, allowing a comparison of analytical 
procedures. The disadvantages of this approach include the 
impossibility to increase the number of evaluated indicators.

The work [14] presents the mechanism of transformation of 
information models of construction objects to their equivalent 
structural models. This mechanism is designed to automate the 
necessary conversion, modification, and addition operations 
during such information exchange. The shortcomings of the 
mentioned approach include the impossibility to assess the 
adequacy and reliability of the information transformation 
process. Also, the disadvantage of the approach is the lack of 
consideration of uncertainty of information on the object state.

The work [15] developed an analytical web platform to 
study the geographical and temporal distribution of incidents.  
The web platform contains several information panels with 
statistically significant results by territory. The web platform 
includes certain external sources of data on social and eco-
nomic issues that allow studying the relationship between 
these factors and the distribution of incidents at different 
geographic levels. The disadvantages of the analytical plat-
form include the impossibility to assess the adequacy and 
reliability of the information transformation process and high 
computational complexity.

The work [16] developed a method of fuzzy hierarchical 
assessment of library service quality. The method allows eva-
luating the quality of libraries based on a set of input para-
meters. The disadvantages of the method include the impossi-
bility to assess the adequacy and reliability of the assessment.

The work [17] carried out a comparison of the effective-
ness of two analytical hierarchy assessment methods and 
the fuzzy analytical hierarchy method. The advantages and 
disadvantages of these methods are given. The shortcom-
ings of the methods include the lack of consideration of the  
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compatibility of unevenly significant indicators and the im-
possibility to assess the adequacy of decisions made.

The work [18] carried out an analysis of 30 algorithms for 
processing large data sets. Their advantages and disadvan-
tages are shown. It was found that the analysis of large data 
sets should be carried out layer by layer, in real time and have 
the opportunity for self-learning. The shortcomings of these 
methods include high computational complexity and the im-
possibility to check the adequacy of the obtained estimates.

The work [19] presents an approach to evaluating input 
data for decision support systems. The essence of the proposed 
approach consists in the clustering of the basic set of input 
data, their analysis, after which the system is trained based on 
the analysis. The disadvantage of this approach is the gradual 
accumulation of assessment and training errors due to the lack 
of an opportunity to assess the adequacy of decisions made.

The work [20] presents an approach to processing data 
from various sources of information. The disadvantages of 
this approach include the low accuracy of the obtained es-
timate and the impossibility to verify the reliability of the 
obtained estimate.

The work [21] carried out a comparative analysis of exist-
ing decision support technologies, namely: analytic hierarchy 
process, neural networks, fuzzy set theory, genetic algorithms 
and neuro-fuzzy modeling. The advantages and disadvan-
tages of these approaches are indicated. The scope of their 
application is defined. It is shown that the analytic hierarchy 
process works well with complete initial information, but due 
to the need for experts to compare alternatives and choose 
evaluation criteria, it has a high share of subjectivity. For 
forecasting problems under risk and uncertainty, the use of 
fuzzy set theory and neural networks is justified.

The work [22] considered problematic aspects of infor-
mation and analytical support of strategic decision-making 
in modern management. The role and place of the process of 
developing and making management decisions in strategic 
planning are specified. The existing approaches to accounting 
for the patterns of progress and result of strategic processes 
are analyzed. In the course of the analysis, it was found that 
approaches and methods of modern model theory in control 
systems, which allow linguistic approximation of mathema-
tical models of cybernetic systems, are of particular interest. 
Such an approximation ensures the achievement of the 
highest level of abstract description of systems, which allows 
identifying the most general concepts and exploring relation-
ships between them. However, the results do not fully apply 
to organizational management systems. To solve strategic 
management problems, it is proposed to use fuzzy set theory 
and neural networks.

The work [23] describes the tools and methods of analysis 
and processing of information about the number and quality 
of personnel of the Ministry of Defense of the Czech Republic. 
The shortcomings of the approach include high computa-
tional complexity, impossibility to assess the adequacy and 
reliability of decisions made.

The work [24] describes approaches to the processing of 
constantly updated information circulating in social infor-
mation communications, namely: the active use of methods 
of content monitoring and content analysis in this process.  
The disadvantages of these methods include high computa-
tional complexity.

The work [25] provides a system of hierarchical fuzzy 
assessment of factors affecting the process of rice growing. 
The shortcomings of this method include the accumulation 

of evaluation errors due to the impossibility of assessing the 
adequacy of the obtained estimate.

In [26], a methodology for determining and assessing 
the strategic economic potential of theoretical and metho-
dological foundations for the formation and assessment of the 
level of the strategic economic potential of economic systems 
was developed. The methodology is based on the use of the 
analytic hierarchy process. The shortcomings of the method 
include the dependence of the obtained results on experts’ 
competence and high computational complexity.

In [27], an approach to determining the impact of factors 
affecting the efficiency of economic activity on the economy of 
integrated structures was developed. The approach is based on 
the use of the expert evaluation method. The disadvantages of 
this approach include the dependence of the obtained results 
on experts’ competence and high computational complexity.

In [28], a systems approach for evaluating the effective-
ness of strategic plan implementation was developed. The 
systems approach is based on the use of the expert evaluation 
method. The disadvantages of the systems approach include 
the dependence of the obtained results on experts’ compe-
tence and high computational complexity.

The analysis of [1–28] showed that the vast majority 
are based on the use of general scientific methods, such as 
systematic, comparative, structural and functional analysis, 
expert evaluation method, the methodology of scenario 
analysis of socio-economic systems and the theoretical and 
informational approach.

Common limitations of existing methods of multi-criteria 
evaluation of alternatives are:

– the complexity of forming a multi-level evaluation 
structure;

– the lack of consideration of the compatibility of un-
evenly significant indicators;

– the lack of taking into account the uncertainty about 
the state of the evaluation object;

– the lack of possibility of joint performance of direct and 
reverse evaluation tasks with the support of the selection of 
the best solutions.

To create decision support software, it is necessary to 
create evaluation methods that must meet the following set 
of requirements:

– the possibility of forming a generalized evaluation 
indicator and choosing solutions based on sets of partial indi-
cators that change taking into account a complex multi-level 
evaluation structure;

– the possibility of aggregating heterogeneous evaluation 
indicators (both quantitative and qualitative) and selecting 
solutions that differ in measurement scales and ranges of values;

– taking into account the compatibility and different sig-
nificance of partial indicators in the generalized assessment 
of decisions;

– consideration of various decision evaluation strategies;
– flexible setting (adaptation) of evaluation models while 

adding (removing) indicators and changing their parame-
ters (compatibility and significance of indicators);

– ensuring the possibility of implementation of the direct 
task of evaluating the generalized indicator based on partial 
indicators, inverse evaluation problem and joint performance 
of direct and inverse evaluation problems within the frame-
work of a single model.

For this purpose, it is proposed to develop a methodology 
that would allow evaluating complex information and ana-
lytical support in decision support systems, have a flexible 
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configuration, and implement direct and reverse evaluation 
within a single model.

3. The aim and objectives of the study

The aim of the study is to develop a comprehensive 
method for evaluating information and analytical support in 
decision support systems using fuzzy logic. This will make 
it possible to take into account a larger number of factors 
affecting the efficiency of information and analytical support, 
and also have different units of measurement and nature.

To achieve the aim, the following objectives were set:
– to develop an algorithm for the evaluation methodo-

logy of information and analytical support in decision sup-
port systems;

– to give an example of the application of the proposed 
methodology in the analysis of the enterprise state.

4. Materials and methods

In the study, to solve the problem of analyzing the state 
of objects in intelligent decision support systems, the general 
provisions of artificial intelligence theory were used. Thus, 
artificial intelligence theory is the basis of the study. The 
study used fuzzy cognitive models and evolving artificial 
neural networks. The simulation was carried out using Math-
Cad 2014 software (USA) and an Intel Core i3 PC (USA).

5. Development of a methodology for evaluating 
information and analytical support in decision  

support systems

5. 1. Development of an algorithm for evaluating infor-
mation and analytical support in decision support systems

The method of comprehensive evaluation of information 
and analytical support in decision support systems consists of 
the following sequence of actions (Fig. 1):

1. Input of initial data. At this stage, the initial data about 
the state of the object are entered. The number of sources of in-
formation, the type and amount of initial data are determined.

2. Determination of the degree of uncertainty of the initial 
data. At this stage, the degree of uncertainty of the initial data 
is determined based on the authors’ previous research. The 
degree of uncertainty of the initial data is as follows: complete 
uncertainty, partial uncertainty and full awareness [29, 30].

3. Calculation of criteria and definition of development 
options.

The developed method is designed to solve the problems 
of both direct and reverse planning of the development of the 
research object.

The values of the input parameters {Xi} and the struc-
ture of the system-dynamic model determine the dynamics  
of the Ai value over time (i is the number of the computatio-
nal experiment).

4. Determination of system reaction time.
For the further calculation of the criteria, it is necessary 

to take into account the initial rate of development of the 
event – A0, the maximum achievable rate of development of 
the event Amax and the time of reaching Amax equal to tmax. 
During the simulation modeling, development options in 
which the value of the development rate of the event falls 

below the value of A0/2 are not considered, since this trend 
reflects negative processes.

To take into account the end of the development phase, 
a time characteristic tstop is considered, which contains infor-
mation about the stop time of the computational experiment. 
Its value can be determined by calculating Astop = kAmax, 
where k is given by the parameter, and 0 < k < 1. Since there 
are usually two values at which A = Astop, the time characte-
ristic at which tstop > tmax is considered.

START

Input of
initial data 

( = {i})

1

Determination of 
the degree of 
uncertainty

2

Determination of 
reaction time

4

Calculation of
criteria, choosing 

a development
option

3

Setting the
target state

6

Analysis of
impact options

7

Obtaining 
intermediate
target states

8

Formation of the 
original scenario

5
Determination of

development 
options

9

No

END

Yes
pern nT T

10

Fig.	1.	Algorithm	for	the	implementation	of	a	complex	
method	for	evaluating	information	and	analytical	support

5. Formation of the original scenario.
As a result of a series of N computational experi-

ments, related sets of input and output data are formed: 
X Y i Ni i→ =, , .1

For each data set of the Y i  vector, the values of the ele-
ments Amax, tmax, Sp are normalized:

A A A
i i i

norm

i N
max max max

,...
max ,= ( )

=1

S S Sp
norm

p p
i Ni i i

= ( )
=

max ,
,...1

 (1)

t t t
i i i

norm

i N
max max max

,...
max ,= ( )

=1

where N = |{x1}*{x2}*{x3}| is the number of options of compu-
tational experiments.

6. Setting the target state of the object.
Using the obtained values of the required parameters, 

the Kri criteria are calculated for each scenario, taking into 
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account the weights of the indicators (0 < wes* < 1) set on 
the basis of user preferences, which characterize the effective 
management of the development of the analysis object:

K wes Sp wes A wes tr
norm norm norm

i i i i
= ⋅ + ⋅ − ⋅1 2 3max max ,  i N= 1, .  (2)

7. Analysis of options of impact on the analysis object.
The parameters and results X X Y Yreq j req j= =;  are 

sought for the j-th computational experiment, for which 
the obtained value of the criterion is the maximum: 
K K Kr r r i Nj i= =

=max max( ) .
,...,1

8. Obtaining intermediate target states of the analy- 
sis object.

The search of the point treq of effective transition to the 
next phase of the development of the analysis object on the 
time axis is carried out by conducting another series of simu-
lations taking into account the change at each point [t–, t+], 
determined with some step Δt. As a result of the calculation 
of the criteria for the newly obtained options, the desired  
treq point is determined.

If necessary, a new set of values X ′ can be specified at the 
treq point. The point of transition to the next phase treq is de-
termined by the same scheme, but with a change in the struc-
ture and possibly the parameters of the model at the treq point.

Then a set of values X X X t t Areq req req req req stop, , , , ,′ ′′ ′ ′′( )  is formed, 
including:

– Xreq ,  ′Xreq ,  ′′Xreq  – the sets of parameters characterizing 
the analysis object at the beginning of each of the analyzed 
development phases;

– treq ,  ′treq  – the points corresponding to the time of im-
plementation of structural changes, which translate each of 
the development phases, respectively;

– ′′Astop  – the value of the development rate at the end of 
the forecasting time interval.

This set determines the best option for the development 
of the analysis object given the initial conditions Xreq.

9. Determination of development options of the analy- 
sis object.

The system of states for determining development options 
of the analysis object is a final weighted directed graph Gr.  
The vertices of the graph mutually uniquely correspond to 
the states of the system, characterized by the current rate 
of the event (Ab), the arcs are the control determined by  
a set of parameters ( ),Xb  the weights of the arcs wb are the  
costs of the corresponding transitions calculated by the fol-
lowing formula:

w A fondb b b= −∑ ,  fondb ≥ 0, b l= 1, ,  (3)

where Ab∑  is the total value of the cost of the analysis 
object in the b-th simulation experiment; fondb is the corre-
sponding additions embedded in the analysis object, l is the 
number of scenarios leading to the specified states. 

To determine the required development trajectory of the 
analysis object, which ensures the achievement of the target 
state, the best path is calculated on the formed graph Gr by 
the dynamic programming method in accordance with the 
Bellman optimality principle.

Based on the theory of the dynamic programming me-
thod [17], the Sys system is considered, which is translated 
from the initial state Sys0 to the final state Sysend as a result 
of some Manag management, divided into a finite number 
of Step steps. It is taken into account that decision-making 

is carried out consistently at each step. The control that 
switches the system Sys under consideration from the initial 
state Sys0 to the final state Sysend will be a set of step-by-step 
controls Step, each of which is characterized by the corre-
sponding value of the function W(Manag). 

The solution to the dynamic programming problem 
consists in finding from all possible controls Manag such 
Manag* in which the function W(Manag) will acquire the 
maximum (minimum) value of W(Manag*).

It is assumed that the state of the Sys system under con-
sideration at each z-th step is determined by a numerical 
set XS xs xs xsz z z

n
z( ) ( ) ( ) ( )= ( )1 2, ,..., .  This sequence is formed by 

implementing Managz control influences, which ensure the 
transition of the system from the previous state XS(z–1) to the 
next one – XS(z). Moreover, the XS(z) state depends only on  
the XS(z–1) state and the selected Managz control, but not  
on the method of transition to a new state.

If the implementation of the z-th step leads to a certain 
income Wz(XS(z–1), managz), which also depends on XS(z–1), 
then the entire income while passing all steps will be:

Gain W X Managz
z

Step
z

z= ( )
=

−( )∑
1

1 , .  (4)

Solving the dynamic programming problem involves finding 
such a set of controls Manag manag manag managstep

∗ ∗ ∗ ∗= ( )1 2, ,..., , 
the application of which brings the system from the initial 
state to the final state, and the total income (4) acquires the 
greatest value.

10. Checking the efficiency of decisions made. 
At this stage, the permissible decision-making time in the 

task of evaluating and forecasting the state of the analysis 
object is determined. The criterion for the efficiency of deci-
sions made is Тn.

The optimal strategy can be found by sequentially deter-
mining the optimal control strategies at the last step, then 
the last two steps are considered, then three, and so on, until 
we reach the initial state of the system. At the same time, it 
is necessary to take into account conditionally optimal ma-
nagement of all possible results of the previous step.

When the initial state is reached, similar operations are 
carried out, but in the reverse direction – from the initial 
state to the final state.

To evaluate the effectiveness of the developed methodo-
logy for evaluating information and analytical support in 
decision support systems, it was compared with the most 
popular software products for enterprise management:

– ARIS Business Performance Edition (IDS Scheer AG, 
Germany);

– IBM WebSphere Business Modeler (IBM, USA);
– System21 Aurora (Campbell Lee Computer Services 

Limited, Great Britain); 
– SAP Strategic Enterprise Management (SAP, Germany);
– Hyperion Performance Scorecard (Oracle, USA), 
– CA ERWin Process Modeler (CA, USA). 

5. 2. An example of the application of the proposed 
method in the analysis of the enterprise state 

For a comparative assessment, the real state of the com-
pany was evaluated. «Everest Limited» LLC (Kyiv, Ukraine) 
was used as the research object.

The results of assessing the real state of the company are 
shown in Table 1, which presents the standardized assess-
ment results.
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6. Discussion of the results of the development  
of a method for evaluating information and analytical 

support in decision support systems

A method for evaluating information and analytical 
support in decision support systems is proposed. Simula-
tion of the proposed method was carried out in the Math-
Cad 14 software.

In the course of the research, an algorithm was developed 
for evaluating the information and analytical support of stra-
tegic management using fuzzy logic, the graphic representa-
tion of which is shown in Fig. 1.

As can be seen from Table 1, the advantage of the me-
thod over the known ones is the reduction of computational 
complexity, which in turn increases the efficiency of deci-
sion-making relative to the object of management.

The main advantages of the proposed evaluation me-
thod are:

– a flexible hierarchical structure of indicators, which allows 
reducing the task of multi-criteria evaluation of alternatives 
to one criterion or using a vector of indicators for selection;

– the unambiguity of the obtained estimate of the state of 
information and analytical support;

– wide scope of use (decision support systems);
– simplicity of mathematical calculations;
– no accumulation of errors during training;
– consideration of the type of uncertainty about the state 

of the evaluation object;
– the possibility of adapting the system of indicators 

during operation;
– the possibility of synthesizing the optimal structure of 

the decision support system.
The disadvantages of the proposed method include:
– lower accuracy of assessment by a single parameter of 

assessment of the state of information and analytical support;
– the need for a decision-maker to indicate the type of 

uncertainty;
– lower assessment accuracy compared to other assess-

ment methods.
This method makes it possible:
– to assess the state of information and analytical support;
– to identify effective measures to increase the effective-

ness of information and analytical support;
– to analyze possible options for the development of the 

assessment object in each phase of development and the 
moments in time when it is necessary to carry out structural 
changes that ensure the transition to the next phase. In this 
case, subjective factors of choice (decision-maker prefe-
rences) are taken into account while searching for solutions, 

which are formalized in the form of weights for the compo-
nents of the integral efficiency criterion. The maximization of 
the criteria, calculated taking into account the preferences, 
makes it possible to determine the best option for the deve-
lopment of the evaluation object.

– to increase the speed of assessment of the state of infor-
mation and analytical support;

– to reduce the use of computing resources of decision 
support systems;

– to develop measures aimed at increasing the efficiency 
of information and analytical support.

According to the results of the analysis of the efficiency 
of the proposed method, it can be seen that its computation-
al complexity is 10–15 % lower compared to the methods 
for evaluating the efficiency of decisions made presented  
in Table 1.

This study is a further development of research carried 
out by the authors aimed at developing methodological 
principles for improving the efficiency of information and 
analytical support [28, 31–38].

Areas of further research should be aimed at reducing 
computing costs while processing various types of data in 
special-purpose systems.

7. Conclusions

1. In the study, an algorithm for evaluating information 
and analytical support in decision support systems was  
developed. This makes it possible to increase the effective-
ness of decisions due to:

– the consistent solution of forward and reverse plan-
ning problems using simulation modeling of the dynamics of  
the analysis object;

– providing a set of development trajectories of the ana-
lysis object at each phase;

– analysis of possible options for the development of the 
assessment object in each development phase and moments 
in time when it is necessary to carry out structural changes 
that ensure the transition to the next phase. In this case, 
subjective factors of choice (decision maker preferences) are 
taken into account while searching for solutions, which are 
formalized in the form of weights for the components of the 
integral efficiency criterion. The maximization of the criteria, 
calculated taking into account the preferences, makes it pos-
sible to determine the best option for the development of the 
evaluation object;

– taking into account the uncertainty about the state of 
the analysis object.

Table	1
Comparison	of	the	computational	complexity	of	the	software	and	the	developed	methodology		

for	assessing	the	real	state	of	the	company

No. Software Number of calculations
Developed method (by the number  

of calculations)

1 ARIS Business Performance Edition (IDS Scheer AG) 67,000 57,260

2 IBM WebSphere Business Modeler (IBM) 64,500 52,330

3 System21 Aurora (Campbell Lee Computer Services Limited) 57,000 46,540

4 SAP Strategic Enterprise Management (SAP) 39,830 33,000

5 Hyperion Performance Scorecard (Oracle) 46,200 40,194

6 CA ERWin Process Modeler (CA) 43,050 37,023
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2. An example of the application of the proposed method 
in the analysis of the enterprise state is presented. According 
to the results of the analysis of the effectiveness of the pro-
posed method, it is clear that its computational complexity is 
10–15 % lower compared to the methods for evaluating the 
effectiveness of decisions made. 
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