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In modern software, crypto-algo-
rithms are widely used for both data 
encryption tasks, and authentication 
and integrity checks. There are well-
known and proven crypto-algorithms. 
Their cryptoresistance is either mathe
matically proven or based on the need 
to solve a mathematically complex 
problem (factorization, discrete loga-
rithm, etc.). On the other hand, in the 
computer world, information constant-
ly appears about errors or «holes» in 
a particular program (including one 
that uses crypto-algorithms) or that 
it was broken (cracked). This creates 
distrust both in specific programs and 
in the possibility to protect something 
in general by cryptographic methods 
not only from special services, but also 
from ordinary hackers. A promising 
direction of research in this field is 
the implementation of a hybrid random 
number generator with two types of 
entropy sources in cryptosystems.

The method and means of imple-
menting a hybrid random number gene
rator with two types of entropy sources: 
external – based on Zener diode noise 
and internal – based on the uncer-
tainty state of the transistor-transis-
tor logic structure are presented. One 
of the options for the practical imple-
mentation of a random number gene
rator is presented, where two sources  
are used as a source of entropy: an 
external source – Zener diode noise 
and an internal source – the undefined 
state of the transistor-transistor logic 
structure. The functional diagram of 
the proposed random number genera-
tor with two types of entropy sources 
is given. The MATLAB/Simulink model 
of the proposed random number gene
rator is built, the results of the statis-
tical analysis of the generated random 
sequences by the NIST SP 800-22 test 
package are given
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1. Introduction

Information is the main resource, and it must be protected.  
One of the areas of hardware and software information pro-

tection is cryptography. The level of effectiveness of such 
protection is estimated by cryptographic strength. The level 
of cryptographic strength is the ability of a cryptographic 
algorithm to resist decryption [1]. A strong algorithm is an  
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algorithm that can not be decrypted for a long time, so long 
that by the time the information is received, the encrypted 
data will not be relevant.

There are several encryption methods: symmetric, with one 
encryption key, and asymmetric, with two keys. The level of 
cryptographic strength for each type of encryption is different, 
so for symmetric encryption, this parameter is equal to the 
key length. The task of ensuring the required cryptographic 
strength of encryption algorithms is becoming increasingly 
important due to the development of information technology. 
As is known, with the help of encryption, the following security 
states should be ensured: confidentiality, integrity, and identifi-
ability of transmitted information. One of the most productive 
means of solving this problem is the use of efficient encryption 
methods. To select the appropriate cryptoalgorithm, it is neces-
sary to master the mathematical apparatus underlying the algo-
rithm, as well as to analyze the possibility of a particular encryp-
tion method to withstand modern cryptanalytic attacks. Next, 
it is important to choose criteria for evaluating and analyzing 
the cryptographic strength of encryption algorithms. For exam
ple, security margin, key expansion speed, protection against 
runtime attacks, the ability to quickly expand the key, etc. 

However, with the advent of high-performance comput-
ing technology, the security of cryptographic algorithms is 
questioned, so the process of improving cryptographic pro-
tection systems is always relevant.

The analysis was carried out and the requirements for the 
operation of cryptosystem hardware were formed. One of the 
options for the practical implementation of the random num-
ber generator is given, and a quantitative assessment of the 
strength of symmetric encryption algorithms is also given. 
This is one of the solutions to the urgent scientific problem 
of improving cryptosystems.

2. Literature review and problem statement

The fundamental rule of cryptanalysis is that the strength 
of a cipher (cryptosystem) should be determined only by the 
secrecy of the key. The entire encryption algorithm, except for 
the value of the secret key, is known to the adversary’s cryptana-
lyst. This is due to the fact that a cryptosystem that implements 
a family of cryptographic transformations is usually considered 
as an open system. This approach reflects a very important 
principle of information security technology: the security of 
the system should not depend on the secrecy of something that 
cannot be quickly changed in the event of a leak of classified 
information. Typically, a cryptosystem is a combination of hard-
ware and software that can be changed only with considerable 
time and money. Therefore, when improving cryptoprotec-
tion, attention should be paid to both software and hardware.

So, in [2] the hardware for encrypting streaming informa-
tion by methods of indirect steganography is presented. Illus-
trations of cryptosystem operation algorithms are presented. 
The hardware that provides cryptographic protection uses 
software that is based on a classical computer built according 
to the von Neumann architecture. The weak link is the system 
architecture itself, since the software only functions within the 
framework of predefined architectural solutions. Based on this, 
the availability of such architectural solutions can become 
a significant problem.

The papers [3, 4] present the disadvantages and advan-
tages of cryptographic protection algorithms. An important 
advantage of asymmetric algorithms over symmetric ones 

is that there is no need to pre-transmit the secret key. The 
main disadvantage is the computational complexity and, 
consequently, high resource costs compared to symmetric 
algorithms. Therefore, in practice, asymmetric cryptosystems 
are used to transmit a secret key, and further information is 
exchanged using symmetric cryptosystems.

In [5], an analysis of cryptographic protection tools was 
carried out, which showed that most cryptographic data 
protection tools are implemented in the form of specialized 
physical devices. These devices are built into the communica-
tion line and encrypt all information transmitted over it. The 
predominance of hardware encryption over software is due 
to several reasons. Higher speed. Cryptographic algorithms 
consist of a huge number of complex operations performed 
on bits of plaintext. Modern mainframe computers are un-
suitable to perform these operations efficiently. Specialized 
equipment can do them much faster. However, the encryp-
tion algorithms and methods themselves are not considered.

In [6], the advantages of hardware cryptosystems are pre-
sented. It is easier to physically protect the equipment from 
outside penetration. A program running on a personal com-
puter is practically defenseless. Armed with a debugger, an 
attacker can make subtle changes to it to lower the strength 
of the cryptographic algorithm being used without anyone 
noticing. As for the equipment, it is usually placed in special 
containers that make it impossible to change the scheme of 
its operation. The chip is covered with a special chemical 
composition, and as a result, any attempt to overcome the 
protective layer of the chip leads to the self-destruction of 
its internal logical structure. Although electromagnetic ra-
diation can sometimes be a good source of information about 
what is happening inside the microcircuit, it is easy to get rid 
of this radiation by shielding the microcircuit. Similarly, it is 
possible to shield a computer, but this is much more difficult 
to do than a miniature microcircuit. However, only physical 
and chemical means of protection are considered in the work, 
the cryptosystem software is not considered.

The paper [7] lists the advantages of hardware crypto
systems. Options for an unconditional advantage are pre-
sented, for example, encryption equipment is easier to install. 
Very often, encryption is required where additional computer 
hardware is completely unnecessary. Phones, fax machines, 
and modems are much cheaper to equip with hardware 
encryption devices than to build microcomputers with the 
appropriate software into them.

The paper [8] shows the potential market of crypto
systems. The modern market for information encryption hard-
ware offers potential buyers three types of such tools. These 
are self-sufficient encryption modules (they independently do 
all the work with keys), encryption blocks in communication 
channels and encryption expansion boards for installation in 
personal computers. The disadvantage of the devices of the 
first and second types is that they are highly specialized. At 
the same timeч, the analysis of encryption methods itself is not 
given, there are also no encryption algorithms.

The papers [9, 10] consider the issue of software-terminal 
solutions and cryptographic protection, which are the undis-
puted leaders in the information security rating. Various types 
of cryptographic algorithms are considered, such as keyless, 
one-key and two-key. However, the combination of these two 
leaders of cryptographic protection in one information system 
remains rather problematic. For almost all the algorithms 
presented in these works, there are links to archives with their 
implementation in C, C++ or Assembler. However, it is not 
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possible to use them due to the imperfection of the program 
code itself. Methods of real provision of workable software 
algorithms are not presented. Therefore, hardware implementa-
tion of cryptosystems based on these algorithms is not possible.

The work [11] considers hardware information protection 
in the form of a built-in computer board. They are special 
devices that are installed in a computer in order to protect the 
information processed on it. These modules allow you to en-
crypt data that is written to a computer drive or transferred to 
its ports and drives for subsequent recording to external media. 
The encryption mode can be transparent or pre-encrypted. The 
board contains a pseudo-random number generator for generat-
ing keys and encryption nodes. The devices are highly efficient 
at encrypting information, but do not have built-in protection 
against electromagnetic interference. However, the setter it-
self or the pseudo-random number generator is not described 
and other options for cryptoprotection are not considered.

The works [12, 13] describe that encryption systems in-
volve the use of both hardware and software packages. Hard-
ware is high-speed, easy-to-install, easily physically tamper-re-
sistant devices. They are built into the communication line and 
encrypt all information transmitted over it. There are three 
types of these devices – self-sufficient encryption modules (in-
dependently perform all the work with keys), encryption 
blocks in communication channels and encryption expansion 
cards for installation in a PC. The software packages are easy 
to copy, easy to use, easy to modify according to specific needs. 
The advantages of hardware cryptosystems are described, but 
the principle of encryption itself is not considered.

In [14–16], the issue of choosing a cryptosystem is con-
sidered. Often in practice, a specialist who needs to protect 
any information from unauthorized reading is faced with the 
question of which means to give preference to: software or 
hardware. There are several factors that determine the choice 
of protection means. These include:

– the value of protected information for third parties;
– the size of protected information;
– the ability to read encrypted information on other devices;
– damage resulting from the loss of information due to 

cryptosystem failures;
– the price of the cryptosystem;
– the need to hide the very fact of finding valuable in-

formation;
– the possibility of using counterfeit software (crack 

programs for pirated copies, key generators, key emulators).
To select a means of protection, one should compare the 

strengths and weaknesses of software and hardware cryp-
tosystems based on the above criteria. Advantages of hard
ware encoders:

– simple and reliable user identification;
– no need to limit the encrypted space, you can encrypt 

entire disks, not individual files and directories;
– the probability of a device failure is lower than a soft-

ware failure or damage to the key for the program operation, 
which is stored in a separate file;

– the inability often even to read the encrypted data for 
decryption on other devices;

– the impossibility to decrypt data in case of theft of the 
carrier itself;

– the possibility of using complex, and therefore, time- 
consuming encryption algorithms with high cryptographic 
strength;

– a cryptosystem is a set of hardware and software that 
can be changed only with significant time and money.

Therefore, when improving cryptoprotection, attention 
should be paid to hardware. Despite a significant number of 
publications on the development and improvement of hard-
ware cryptographic protection systems, the problem has not 
been fully resolved.

3. The aim and objectives of the study

The aim of the study is to develop a hardware crypto
system based on a random number generator with two 
types of entropy sources. This approach provides protection 
against threats of hacking and/or bypassing the code of the 
software implementation of the cryptosystem.

To achieve the aim, the following objectives were set:
– to analyze and form requirements for the operation of 

hardware cryptosystems such as: pseudo-random number ge
nerators (PRNG); true random number generators (TRNG) 
and hybrid random number generators (HRNG);

– to develop a model of a hardware cryptosystem – an 
RN generator with two types of entropy sources;

– to simulate the proposed hardware system and get a real 
picture of the sequence of random numbers at the output of the 
PRNG/HRNG for different input parameters and effects on it.

4. Materials and methods

In the scientific interpretation, the basic requirements  
for the cryptographic strength of the system can be expressed 
as follows:

– the cryptosystem transformation mechanism should 
not require confidentiality; it must be assumed that it is 
known to the enemy;

– the stability of the cryptosystem should be determined 
only by the secret key.

The formation and transmission of a secret key determine 
the confidentiality of the cryptosystem as a whole. To form  
a secret key in asymmetric, symmetric and hybrid encryption 
systems, a wide range of both software and hardware tools  
are used, called random number generators (RNG).

There are three groups of RNG: pseudo-random number 
generators (PRNG), true random number generators (TRNG) 
and hybrid random number generators (HRNG).

The operation of PRNG is based on the use of mathe
matical models in which a sequence of pseudo-random 
numbers (PRN) is formed from some initial value called the 
«initialization vector» or «seed». At the same time, the main 
requirements for PRNG are: good statistical characteristics, 
high speed, the ability to recreate the received and predeter-
mine the following sequences. Consider the types of PRNG.

In a simple PRNG, the result is calculated as a function of 
the current time, data entered by the user, etc. It is used in the 
formation of static keys and has low cryptographic strength.

Software PRNG are usually developed in high-level 
programming languages. They have a fairly long period and 
high speed. In addition, FPSC of this type are easy to modify. 
Despite these advantages, a powerful computer is required, 
which limits its use in small-sized applications.

Hardware PRNG combine the advantages of the pre-
viously listed types. A distinctive feature of this type is the 
possibility to use them autonomously (without computers). 
In addition, depending on the algorithm used and the element 
base (microcontrollers, FPGA, etc.), they can provide a high 
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speed of generation, a long period, and allow modifying the 
software within certain limits. Most modern cryptographic 
PRNG are built exactly according to this principle. It should 
be noted that very little is known about hardware PRNG that 
are successfully used in solving certain cryptographic prob-
lems, since most of them are designed for military purposes 
or patented and kept secret. Despite this, in many countries, 
work is underway to create various hardware PRNG, the 
results of which are in the open press. Most of the proposed 
methods are based on the operation of a linear feedback shift 
register (LFSR). By itself, LFSR does not have high resis-
tance and can be easily hacked using the Berlekamp-Massey 
algorithm [10]. Therefore, they serve as building blocks for 
more complex algorithms. PRNG based on LFSR are widely 
used, for example, in the A5/1 and A5/2 algorithms of the 
GSM mobile communication standard, E0 of the Bluetooth 
wireless data transmission standard, etc.

Separately, the group of PRNG based on elliptic curves 
should be noted. Several PRNG algorithms based on the 
properties of elliptic curves have been proposed [11]. As 
a rule, the implementation of such PRNG is based on the use 
of already known algorithms for a group of points on an ellip-
tic curve. For example, a linear congruential generator (LCG) 
over an elliptic curve, elliptic PRNG algorithms based on 
linear feedback shift registers, etc.

5. Results of the development of a hardware 
cryptosystem based on a random number generator  

with two types of entropy sources

5. 1. Formation of requirements for the operation of 
hardware cryptosystems

All of the listed types of PRNG have two main drawbacks: 
the periodicity of the generated sequences and their corre-
spondence to a certain mathematical model. In the first case, 
the creation of a complete database of generated sequences 
by the analyst leads to the determination of its period and, as 
a result, to the hacking of the system. In the second case, the 
determination of several sequence values by the analyst and 
the application of mathematical methods of cryptanalysis lead 
to the same result.

To eliminate the shortcomings of PRNG, various sources 
of entropy are used.

Such devices are combined into a common group cal
led TRNG.

In general, the requirements for TRNG used for crypto
graphic purposes can be formulated as follows:

– uniform distribution of true random numbers (TRN) in 
a given interval;

– statistical independence of each TRN from the previ-
ous one;

– the impossibility of calculating the next TRN based on 
previous values;

– high speed of TRN generation;
– the possibility of using TRNG in applications of small 

size and low power consumption.
There are two approaches to this problem: indirect ge

neration of TRN, using TRN tables, and direct generation 
of TRN – measurement, as well as processing real physi-
cal processes.

TRN tables are pre-formed large arrays of high-quality 
random numbers stored in electronic media. They have high 
statistical characteristics and reproduction property. How

ever, the fact that the TRN tables are prepared in advance (as 
a result of measurements and calculations) and are very large 
makes their use in high-speed real-time data transmission 
systems practically impossible.

To overcome these shortcomings, it is recommended to 
use a TRNG with directly obtaining TRN, i.e. with an entropy 
source. As the latter, sensors of real physical processes are used:

– thermal, Zener, avalanche, atmospheric, etc. noises;
– optical, electrical, optoelectric, mechanical, etc. chaotic 

processes;
– quantum processes (radioactive decay, photoelectric 

effect, phase fluctuations of optical rays), etc.
The main advantage of using noise as entropy sources is 

that the final device is small and has low power consumption.
The disadvantage of noise-based TRNG compared to 

PRNG is the low rate of sequence formation due to the rela
tively low-frequency nature of the physical processes. Also 
noteworthy is the fact that not all TRN have qualities that can 
pass statistical randomness tests. To eliminate the first of these 
shortcomings, the HRNG is used. This approach combines 
the positive characteristics (speed and randomness) of both 
classes of RN generators. In this case, the random sequence 
generated by the TRNG acts as an initialization vector for 
the PRNG. In other words, random numbers are formed by 
a pseudo-random algorithm between the moments of TRN ge
neration. The elimination of the second disadvantage depends 
only on the methods and means of implementing the TRNG.

5. 2. Development of a hardware cryptosystem model 
One of the options for implementing the HRNG is con-

sidered, where two sources are used as an entropy source: an 
external source, the noise of a Zener diode, and an internal 
source, an undefined state of the transistor-transistor lo
gic (TTL) structure.

It is necessary to consider the nature of the noise that 
occurs in the Zener diode in more detail. When using ther-
mal noise as a source of entropy, the resulting sequences have 
a  strong correlation. In this case, it is impossible to speak 
about the generation of TRN. The noise that occurs when the 
Zener diode operates in the tunneling or avalanche break-
down mode has a completely different nature and can be used 
as an entropy source. Both tunneling and avalanche break-
downs can occur during the reverse connection. The forms 
of current-voltage characteristic (CVC) for both cases are 
shown in Fig. 1. It is possible to determine the type of break-
down only experimentally. In addition, there may be a case 
when both of these breakdowns occur (Fig. 1 – gray zone).  
Thus, if a tunneling breakdown occurs, then an increase in 
temperature (t) leads to a shift of the CVC to the right, and 
in the case of an avalanche breakdown, to the left.

Tunneling breakdown is observed when the electron ener-
gy is less than the height of the potential barrier. If the reverse 
current flowing through the p-n junction is small enough, the 
jumps of carriers through the barrier individually will ma
nifest themselves as voltage jumps and have an ideal random 
noise nature [9].

In the case of an avalanche breakdown, under the action 
of a voltage of a back-applied electric field, the carriers receive  
a sufficiently high kinetic energy for impact ionization. As a re-
sult, the number of charge carriers involved in impact ioni
zation increases like an avalanche. The reason for the noise in 
this case is a decrease in the local breakdown voltage due to 
the relatively higher concentration of carriers in the vicinity 
of crystal defects than in other regions of the junction. Such 
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local zones are called «microplasmas». The current flowing 
through each microplasma has the form of a short-term pulse 
and can appear and disappear at random times. The described 
phenomenon occurs before the transition to the continuous 
avalanche breakdown mode, which corresponds to the initial 
section of the avalanche breakdown on the CVC.
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Fig. 1. Current-voltage characteristic of the Zener diode 	
in the case of avalanche and tunneling breakdown

As can be seen from Fig. 1, with the 
correct choice of the operating point, both 
tunneling and avalanche breakdowns can be 
used as a source of entropy. In this case, the 
operating point must be chosen in the zone 
preceding the steady-state electrical break-
down, which corresponds to an unsteady 
electrical breakdown.

The second source of entropy is the un-
certainty zone of the transistor-transistor 
logic (TTL) structure. The essence of this 
approach is that any signal falling (by ampli-
tude) into the specified zone can be randomly 
interpreted by the TTL structure as a logical 
«0» or a logical «1». For the TTL structure, 
this zone is limited to 0.4–2.4 V.

The functional diagram of the proposed 
HRNG with entropy sources based on a Ze
ner diode operating in the mode of transient 
electrical breakdown and an undefined state 
of the TTL structure can be described as  fol-
lows (Fig. 2). 

The noise generated by the Zener diode (ZD) is ampli-
fied by the operational amplifier (OA) and sampled in time 
by means of the sampler (SM). The sampling period (Td) is 
determined by the periodic pulse generator (PG) sequence.  
As a result of each sampling operation, a pulse with a dura-
tion Td and a random amplitude from 0 to the maximum out-
put voltage of the OA is formed. It should be noted that the 
Td

 value is selected experimentally and depends on the rate of 
change in the noise amplitude. The duration (τd) of sampling 
pulses can take on an arbitrarily small value and satisfy the 
condition τd ≤ Td. The entry of pulses into the uncertainty 
zone of the TTL structure is modeled by a solver (SL).

In fact, the SL is a threshold device in which the threshold 
value is chosen randomly. As a result of the joint work of SM and 
SL, a sequence of random digits is formed – 0 and 1, which is 
then converted into a parallel code by means of a serial-to-paral-
lel converter (SPC) and stored in an N-bit buffer memory (BM). 
The number of sampling operations made by SM for one period 
of TRNG operation is chosen equal to the capacity of the BM. 

After the BM is filled, the generated N-bit word is transferred 
to the LFSR input and serves as an initialization vector for it. 
The operation of the entire system is synchronized by the syn-
chronizer (SN). The synchronization process is implemented 
as follows: the PG is started by the front of the clock pulse and 
stopped by the cutoff, the filling of the LFSR cells is enabled by 
the cutoff of the clock pulse and is prohibited by the front. The 
operation of the SPC and the BM is synchronized by a single 
pulse generator (SPG). At the output of the SPG, a pulse with 
duration τui = τd and period Tui = Ts is formed. For the entire pe
riod of TRNG operation, only one such impulse is formed, hence 
the name. The front of a single pulse coincides with the front of 
the clock pulse from the SN. It should be noted that the speed 
of the SPC is determined precisely by the parameter τui, i.e., the 
smaller it is, the higher the conversion rate. For optimal opera-
tion of the device, it is necessary to select the duration (τs) and 
the period of the clock pulses (τs) based on the ratio:

τs d

S LFSR

N T

T T

= ⋅
= Δ ⋅





,

,
	 (1)

where Δ is the number of values generated by the LFSR after 
initialization (cell filling), TLFSR is the LFSR clock period.

5. 3. Modeling of the proposed hardware cryptosystem
The implementation of the presented functional dia-

gram in the Matlab/Simulink system is considered below. 
The TRN setter is implemented (Fig. 3) on two blocks: 
Random Number and Gain. In view of computer simula-
tion, it is impossible to talk about the true randomness 
of the numbers generated by the selected generator, but 
this approach is quite acceptable for checking the sys-
tem’s performance and forming RN in a relatively short 
period of time. If desired, tables of true random sequences 
can be used. It is recommended to reduce the Variance 
parameter of the generator to 0.001 to simulate the real  
noise level.

Fig. 3. Implementation of a random number source 	
setter in Simulink  

PRNG

SPC

(Tui, τui)

filling
permission

(Ts, τs)(Td, τd)

Fig. 2. Block diagram of a random number generator with entropy sources: 	
ZD – Zener diode; OA – operational amplifier; SM – sampler; SL – solver; 

SPC – serial-to-parallel converter; BM – buffer memory; PG – pulse 
generator; SPG – single pulse generator; LFSR – linear feedback 	

shift register; SN – synchronizer
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Blocks SM, PG and SL are implemented together (Fig. 4). 
The operation of SM and PG is simulated by one Zero-Order 
Hold block. The Sample time parameter of the block corre-
sponds to the value of Td. In this case, we can assume that τd = Td.

The main requirement in the construction of SL is to provide 
a random interpretation of the input signal level. One option is 
to sum (Sum block) the pulses obtained as a result of sampling 
with randomly generated pulses (Random Number block). Due 
to the presence of pulses of negative and positive polarities in 
both sequences, some of the pulses will be compensated ran-
domly. Taking into account the peculiarities of the TTL struc-
ture, all pulses of negative polarity should be cut off (Com-
pare To Constant block). Logical gate and Logical operator 
block allow synchronizing the operation of SM, PG and SL.

The implementation of the SPG block is shown in Fig. 5. 
The task of the SPG is to form a single pulse of a given du-
ration at the moment a clock signal from the SN arrives at 
its input, regardless of the duration of the latter. In this case, 
the duration of a single pulse is set by the same-name para
meters of the Delay and Delay1 blocks. These parameters are  
equal to 1. The period of a single pulse is TS.

Fig. 5. Implementation of a single pulse generator in Simulink

The SPC and BM blocks are also implemented toge
ther (Fig. 6). The circuit is synchronized by pulses from the 
SPG arriving at the Sync input. Each of the seven Delay-De-
lay6 blocks is necessary to delay a single pulse for a time 
interval equal to mTd, where m = 1, 2, ..., N–1 is the ordinal 
number of the delay line. The sequence of N-digit TRN is fed 
to the input (In1) of the SPG. Each bit (except for the first 
digit) of the sequence and the single pulse delayed by mTd  

are fed to the inputs of the corresponding AND logic ga
tes (Logical operator 1 – Logical operator 7 blocks). The 
results are loaded into S-R Flip-Flop – S-R Flip-Flop7 RS 
triggers. The essence of this approach lies in the fact that  

a single pulse, delayed by a specified time 
interval (mTd), scans and loads the posi-
tion value in the TRN sequence into the 
corresponding trigger. The BM is cleared 
by a single pulse delayed in Delay7.

The implementation of the LFSR block 
is shown in Fig. 7.

In this case, an 8-bit LFSR was used 
according to the Fibonacci configuration. 
The main parts of any LFSR are a shift 
register and a feedback circuit, the im-
plementation of which will be discussed 
below. The parallel TRN from the BM 
output goes to the inputs In1 – In8 of the 
LFSR, and the clock signal goes to the 
Sync (Reset seed) input.

Fig. 6. Implementation of a serial-to-parallel converter 	
and buffer memory in Simulink

Fig. 4. Implementation of a sampler, SL, and PG in Simulink
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Fig. 7. Implementation of a linear feedback shift 	
register in Simulink

The implementation of the shift register based on delay 
lines is shown in Fig. 8. Each of the Delay-Delay7 blocks 
must be set to zero at the cutoff of the clock pulse, i.e., the 
Algorithm/External reset parameter must be switched to 
Falling. The delay time of each block is the same for all blocks 
and is equal to the clock period of the LFSR – TLFSR. This  
parameter determines the speed of the shift register and 
LFSR as a whole. The TLFSR value should be chosen accord-
ing to expression (1). It should also be noted that, according  
to the LFSR condition, Δ ≤ 2N–1.

At the cutoff of the clock pulse at the synchronization in-
put (Sync (Reset seed) output), all cells of the shift register are 
filled with new values received from the TRN setter. Out1 is the 
output of the entire system, where a sequence of RN is obtained.

Taking into account all the above blocks and sub-blocks, 
as well as measuring tools, the implementation of the proposed 
RN generator with two types of entropy sources in Simulink 
is as follows (Fig. 9).

It should be noted that the PRNG shown in Fig. 1, con-
sisting of only a single LFSR is just one of many options. 
Despite the simplicity and high speed, this approach does not 
have high cryptographic strength. Studies have shown that 
RN sequences generated using a single LFSR fail the follow-
ing NIST SP 800-22 tests:

1. Maurer’s «Universal Statistical» Test.
2. Approximate Entropy Test.
3. Serial Test.
4. Linear Complexity Test.
To eliminate this disadvantage, a combined connection 

scheme for three LFSRs was used, in which one of them 
clocks the other two (Fig. 10). Inputs TRN1-TRN8 are 
designed to enter random numbers – 0 and 1 from the corre-
sponding outputs of the SPC and BM. Inputs IN1-IN16 are 
used for user input. Thus, this scheme also provides for the 
use of a 16-bit static user password.

Taking into account the above PRNG scheme, the imple-
mentation of the proposed RN generator with two types of 
entropy sources in Simulink is as follows (Fig. 11).

Thus, the implementation of the proposed RN generator 
with two types of entropy sources in Simulink is finally  
obtained. Using this model, modeling was carried out and 
real results were obtained.

Simulation was carried out to confirm the obtained re-
sults. The model of the proposed random number generator 
built in the MATLAB/Simulink system is shown in Fig. 11. 
The results of the statistical analysis of the generated random 
sequences using the NIST SP 800-22 test package for the 
scheme shown in Fig. 11 are given in Table 1.

Fig. 8. Implementation of a shift register in Simulink
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Fig. 9. Implementation of a random number generator with two types of entropy sources in Simulink

SN

Fig. 10. Implementation of a pseudo-random number generator based on three linear feedback 	
shift registers in Simulink
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More clearly, the results can be traced by oscillograms; 
for this, we consider the process of RN generation according 
to the diagrams shown in Fig. 12. When choosing the pa-
rameters of the clock pulse (Fig. 12, a), one should proceed 
from (1). 

Taking these values, we get: N = 8, 
Td = 1, Δ = 50, TLFSR = 1, τs = 8, and Ts = 50. 
The physical meaning of the results 
obtained is as follows:

– during the time interval τs = 8, 
both the TRNG and the PRNG operate;

– at the time t = 8 (clock pulse 
cutoff), the TRNG operation stops, 
and the TRN sequence accumulated 
in the BM is transferred to the PRNG 
input and serves as an initialization 
vector for it;

– during the time interval Ts–τs = 42, 
only the PRNG operates, which makes 
it possible for the TRN setter to switch 
to a new state that is not correlated 
with the previous one.

Fig. 12, b, c shows, respectively, the  
noise at the output of the TRN set-
ter and the signal after sampling. 
Fig. 12, c shows a diagram of the TRN 
sequences formed during time «win-
dows» with a duration of τs = 8. As 
you can see, in the first cycle, the 
sequence «10110010» is formed, and 
in the second – «01001100». The RN 
sequence obtained at the output of the  
PRNG/HRNG is shown in Fig. 12, d, e.

Analysis of Fig. 12, a–e showed that the results of si
mulation of the proposed model of a crypto-resistant ran-
dom number generator with two types of entropy sources 
in Simulink can be competitive with software cryptopro-
tection methods. 

SN

Fig. 11. Implementation of a crypto-resistant random number generator with two types of entropy sources in Simulink

Table 1
NIST SP 800-22 test results

Test name P-value parameter Test result

Frequency (Monobits) Test 0.001 passed

Frequency Test within a Block 0.319 passed

Runs Test 0.023 passed

Test for the Longest Run of Ones in a Block 0.011 passed

Binary Matrix Rank Test 0.002 passed

Discrete Fourier Transform (Spectral) Test 0.076 passed

Non-Overlapping Template Matching Test 0.262 passed

Overlapping Template Matching Test 0.005 passed

Maurer’s «Universal Statistical» Test 0.631 passed

Linear Complexity Test 0.145 passed

Serial Test 0.071 passed

Approximate Entropy Test 0.843 passed

Cumulative Sums (Cusum) Test 0.001 passed

Random Excursions Test 0.065 passed

Random Excursions Variant Test 0.047 passed
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Thus, the proposed approach to the implementation of  
a hardware cryptosystem can be.

6. Discussion of the results of modeling  
a hardware cryptosystem

To obtain a space of crypto-resistant encryption keys, de-
vices called HRNG – hybrid random number generators are 
widely used that combine the advantages of two types of ran-
dom number generators: PRNG and TRNG. In most HRNG, 
only one type of entropy source is used, which can be the 
main factor in reducing cryptographic strength and the ap-
pearance of random number periodicity. In the proposed im-
plementation of the HRNG, two radically different sources of  
entropy are used: external – based on the noise of a Zener diode  
operating in the transient electrical breakdown mode, and 
internal – based on the undefined state of the TTL structure.

Tunneling breakdown is observed when the electron ener
gy is less than the height of the potential barrier. In the case 
of an avalanche breakdown, under the action of a voltage of  
a back-applied electric field, the carriers receive a sufficiently 
high kinetic energy for impact ionization.

The PRNG synthesized as a combined connection of se
veral LFSR and the use of an additional static 16-bit user 
password made it possible to improve the statistical characte
ristics of the sequences compared to the use of a single LFSR.

The simulation results based on the developed model  
using the NIST SP 800-22 statistical test package are pre-
sented in Table 1.

For clarity, additionally obtained results of modeling the 
operation of the random number generator with two types  

of entropy sources, shown in Fig. 12, a–e testify 
to the following.

Fig. 12, b, c shows, respectively, the noise at 
the output of the TRN setter and the signal after 
sampling. Fig. 12, c shows a diagram of the TRN 
sequences formed during time «windows» with 
a duration of τs = 8. As you can see, in the first 
cycle, the sequence «10110010» is formed, and 
in the second – «01001100». The RN sequence 
obtained at the output of the PRNG/HRNG is 
shown in Fig. 12, d, e.

Unlike random number generators using 
a single linear feedback shift register, a pseu-
do-random number generator is proposed, which  
made it possible to improve the statistical cha
racteristics of the generated sequences. This 
becomes possible due to the fact that the ge
nerator is synthesized in the form of a combined 
connection of several linear feedback shift re
gisters and the use of an additional static 16-bit 
user password.

7. Conclusions

1. The analysis was carried out and the re-
quirements for the operation of hardware crypto
systems such as pseudo-random number ge
nerators, true random number generators and 
hybrid random number generators were formed. 
The shortcomings of existing cryptosystems are 
revealed. As an option to eliminate the short-
comings of cryptosystems, a true random number 
generator with direct generation of true random 
numbers is proposed.

2. A model of a hardware cryptosystem was developed 
and built – a random number generator with two types of 
entropy sources: external – based on the noise of a Zener  
diode operating in the mode of unsteady electrical break-
down and internal – based on an undefined state of the tran-
sistor logic structure.

3. The simulation of the proposed model of a crypto- 
resistant random number generator with two types of en-
tropy sources was carried out. As a result, a real pic-
ture of the sequence of random numbers at the output of 
the true random number generator/hybrid random num-
ber  generator is obtained for various input parameters and  
effects on it.

4. The obtained results indicate that the pseudo-random 
number generator allowed improving the statistical cha
racteristics of the sequences compared to the use of a single 
linear feedback shift register. The improvement was achieved 
as a result of the synthesis of the pseudo-random number 
generator in the form of a combined connection of several 
linear feedback shift registers and the use of an additional 
static 16-bit user password.

Conflict of interest

The authors declare that they have no conflict of inte
rest in relation to this research, whether financial, personal, 
authorship or otherwise, that could affect the research and its 
results presented in this paper.

Fig. 12. Oscillograms of the random number generation process: 	
a – a sequence of random numbers – clock pulses; b – a sequence 	

of random numbers – noise at the output of the operational amplifier; 	
c – a sequence of random numbers – noise after sampling; 	

d – a sequence of random numbers – a sequence of true random 
numbers (output of the true random number generator); e – a sequence 

of random numbers – a sequence of random numbers (output of the 
pseudo-random number generator/hybrid random number generator)

а

b

c

d

e
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