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Security issues and Internet of 
Things (IoT) risks in several areas are 
growing steadily with the increased 
usage of IoT. The systems have devel-
oped weaknesses in computer and 
memory constraints in most IoT operat-
ing systems. IoT devices typically can-
not operate complicated defense mea-
sures because of their poor processing 
capabilities. A shortage of IoT ecosys-
tems is the most critical impediment 
to developing a secured IoT device. In 
addition, security issues create several 
problems, such as data access control, 
attacks, vulnerabilities, and privacy 
protection issues. These security issues 
lead to affect the originality of the data 
that cause to affects the data analysis. 
This research proposes an AI-based 
security method for the IoT environ-
ment (AI-SM-IoT) system to overcome 
security problems in IoT. This design 
was based on the edge of the net-
work of AI-enabled security compo-
nents for IoT emergency preparedness. 
The modules presented detect, identify 
and continue to identify the phase of 
an assault life span based on the con-
cept of the cyberspace killing chain. 
It outlines each long-term security in 
the proposed framework and proves 
its effectiveness in practical applica-
tions across diverse threats. In addi-
tion, each risk in the borders layer 
is dealt with by integrating artificial 
intelligence (AI) safety modules into a 
separate layer of AI-SM-IoT delivered 
by services. It contrasted the system 
framework with the previous designs. 
It described the architectural freedom 
from the base areas of the project and 
its relatively low latency, which pro-
vides safety as a service rather than an 
embedded network edge on the inter-
net-of-things design. It assessed the 
proposed design based on the admin-
istration score of the IoT platform, 
throughput, security, and working time
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1. Introduction

AI systems have been rapidly developed through com-
puter vision and profound learning techniques in such a 

way as to be available on the market and drive innovations 
in different areas such as medical [1], financial [2], robot-
ics [3], manufacturing [4], marketing [5], education [6], 
etc. Google has been working with genetic information and 
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ancestry to treat terminal illnesses through AI to prolong 
the life expectancy of individuals [7]. In addition, scholars 
implemented AI doctors for illness control and diagnosis. As 
a result, Technological development has been implemented 
in companies [8].

The Ministries of Sciences and Information Commu-
nications Technology (ICT) said that achieving adequate 
system performance in the respective sector and publishing 
a dataset setting plan across AI training and testing data 
creation issues in many sectors to adopt AI methods [9]. The 
Government is encouraging “multilateral” video data estab-
lishments to enhance the creation of AIs with incorporated 
mental skills. It enhances AI’s capacity to spot risky prod-
ucts, build AI’s potential to cure disease, diagnose unusual 
behavior in a surrounding area, and collect information from 
many sectors, including economy, allocation, medicine, and 
cultural history [10, 11].

In providing information on cognitive choices, and fore-
casts, the current AI has been unable to offer adequate proof 
of the outcomes; thus, explainable AI is necessary to solve 
the AI constraints confined to passive identification [12]. 
The European Union’s main emerging for an Intelligence 
algorithm by the General Information Security Regula-
tions (GISR) and pushed in 2018 a comprehensive AI algo-
rithm via the XAI program, the Defence Advanced Research 
Programs Agency (DARPA) [13].

Machine learning is problematic because of the lack of 
accountability, such as the flight recorder in a convolutional 
neural network [14, 15]. Appropriate policies and technolo-
gies are necessary to overcome this dependability issue. The 
testing of the algorithms should particularly be strength-
ened to adapt daily life AI, like for medical diagnoses and 
automated vehicles, and the information on the ambiguity 
of evaluation as a consequence of the actions of the AI must 
be correctly employed [16]. Technology developments must 
be implemented for the intelligent system, and mistakes 
must be minimized while a framework is adopted to protect 
against hostile assaults [17].

The mathematical model has guaranteed security preci-
sion on using AI based security method. The suggested se-
curity paradigm improves the efficiency of the whole system. 
Network Packet Delivery Rate Analysis, Delay Analysis, 
and Security Analysis are used to evaluate the results of the 
proposed AI-SM-IoT system. The entire system throughput 
is improved by the suggested AI-SM-IoT system, which has 
increased security and decreased process time. The vast ma-
jority of edge IoT layer equipment employs the same TCP/
IP protocols; thus, it employs the same TCP/IP defensive 
mechanism to avoid suspicious network layer inquiries in 
the AI-SM-IoT system. The typical characteristics and ca-
pabilities and TCP/IP are used in this procedure (TCP). 
These protocols are essential for the safety of sensitive in-
formation in the IoT. The AI-SM-IoT procedure increased 
network security across all packet levels by 93.5 %. Raise 
the bar for data protection everywhere. Every user’s actions 
are constantly being analyzed in an IoT setting. Learning 
and network parameter update procedures examine the user 
request and its associated parameters.

Intelligence techniques are appropriate for addressing 
invisible dangers. Various AI approaches for cyberattack 
searching on the border of the IoT infrastructure have been 
developed, and better outcomes have been produced to cope 
with new dangers. Efforts demonstrate that establishing AI-
based safety architecture helps detect, identify and allocate 

existing hazards at the network’s edge. It can minimize the 
spread of assaults or avoid their penetration to other levels by 
using a defense system on the network edge.

2. Literature review and problem statement

New security requirements have arisen at the network 
edge of IoT settings as IoT devices are used in various ap-
plications [18]. Various options and frames for protecting 
the Network edge layer were developed to deal with risk oc-
currence. By a heuristic technique, most offered designs can 
only solve certain safety problems between peripheral results 
in improved and one IoT framework functioning layer [19]. 
Even though the existing systems manage data security, the 
system’s sustainability must be considered, which is a major 
problem.

The authors in [20] developed a Random Forest-based 
Ransomware Model. The classifier was tested and evaluated 
using the system Application Programming Interface (API) 
bundle data. While the suggested model performed success-
fully, it only depended on static testing to achieve features. 
With malware-humping tactics, this might fail. The authors 
proposed a detection algorithm for a network-driven ran-
somware assault. They used several methods for the training 
data to categorize the facts gathered. However, the system 
requires privacy protection techniques to manage access 
control in the IoT environment. The simulation outcomes 
show that the proposal can offer a satisfying security de-
fense for diverse services and regulate security protection 
to evade energy fatigue, thereby enhancing working time 
and throughput. It must be distinguished that energy con-
sumption is a long-term progression. At the same time, the 
forecast of harvesting power was restricted in a short time, 
which can be observed as an energy-aware cycle.

In [21], the paper presented a multifunctional detec-
tion approach for locky malware discovery. The suggested 
model used the data for the system and control links of the 
malware, and the information was collected at both packets 
and stream levels. The trials showed better performance in 
precision in the selection tree. The methodology suggested 
showed its efficacy in accurately detecting ransomware 
assaults. Even though the system successfully identifies the 
malware, the system’s effectiveness needs additional effort 
to select the tree header. Through the integration of IoT 
and Social Technologies, and with a focus on Security and 
Privacy concerns, this study has identified the abstract-level 
architecture for the digital transformation of organizations. 
Due to their limited security and emphasis on a single oper-
ating function, legacy devices pose a significant threat to the 
growing paradigm of everything being linked to everything 
else or the internet of everything.

Different detection algorithms have been developed 
based on in-depth learning [22]. For example, the study 
introduced a Deep Neural Network (DNN) based detection 
algorithm. The suggested model was trained and evaluated 
with data from Hypertext Transfer Protocol (HTTP) proto-
cols describing cyberattack communication links. The find-
ings indicated that the model suggested they could identify 
malware with 93.9 percent accuracy. The Long Short Term 
Memory (LSTM) classifier was used to identify ransomware 
assaults identically. During this process, the LSTM requires 
the optimization procedure to reduce the deviations between 
the malware prediction output. Compared to conventional 
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System (AIS) make them a convincing selection for dealing 
with dynamic ecosystems like IoT. Yet, there is a lack of 
experimental studies for IoT, making it challenging to draw 
sufficient conclusions.

In [28] suggested a safe conceptual model with two 
alternative designs for the commercial use of IoT. The first 
secured design consists of three layers for the Future IoT 
level, and the next is a five-layer autonomous structure to 
deal with typical IoT security flaws. Many techniques were 
developed for the safety of the edge layer, based instead of 
giving a higher architectural feature on a specific imple-
mented security feature. For ARM-based gadgets within the 
IoT ecosystem edge layers. Experimental results validated 
the viability of incorporating neural network methods into 
the IoT architecture. A user database is the foundation of 
this system, thus only approved devices will be supported.

In [29] suggested an architecture of trusted areas to inter-
act which other devices their design. The structure was an ex-
tremely reliable device that caused a wide variety of network 
edges. It required external storage devices for applications to 
provide a confidence area for the network edge. Furthermore, 
this design cannot handle the security of functioning devices 
from end to end. Afterwards, the important aspects of this 
developing approach were identified in the inspiration of in-
telligent process utilization for IoT-based intelligent home ap-
plications and open-issue restriction usage. It is impossible to 
avoid dealing with discrete amounts, and a serious loss of in-
formation may result from collecting only a small sample size.

In [30], developed a secure topology for SeCNet, estab-
lishing a secure canal connecting connections to a device. 
This isolating design also preserved data transfer security 
using a key pair. This architecture was demanding resources 
and did not respond accordingly with limited resources. The 
findings verify that the proposed framework outperforms 
some of the most cutting-edge methods for discovering 
unusual attacks. Using random forests and 10 features from 
the BoT-IoT dataset, the suggested framework obtained a 
detection rate of up to 99.99 %. It has been found that the 
proposed model has a few constraints and obstacles, such as 
the difficulty of creating a cluster node for interplanetary file 
systems in a blockchain-IoT network. Second, integrating an 
intrusion detection system with intelligent contracts for use 
in fog nodes in real-time has its own set of challenges.

In [31] had put forward a cloud security application infra-
structure. Their architecture benefits from virtualization and 
trustworthy computing to create a safe workplace for edge im-
plies. The ideas’ effectiveness was considered on the processor 
power and can only solve a few particular risks to edge-level 
electronics. For ARM-enabled Smart ecosystem data process-
ing. The results demonstrate better performance by the sug-
gested system in terms of scalability, resource efficiency, and 
agility over conventional IoT surveillance systems and other 
methods. On the other hand, an edge device (terminal/end) 
tends to be limited to computing at the edge of the network. 

In [32] suggested a secure structure called TrustShad-
ow. The structure advantages of the innovation TrustZone 
divide computer resources into specific areas. By reducing 
response loss and choosing untrustworthy devices less often, 
the suggested scheme’s performance must strike a balance 
between users’ security and resource usage needs. Distrib-
uted computing environments do not enhance the scalability 
of such applications.

Based on the survey, there are several problems with 
existing methods, such as network delay, less packet delivery 

approaches, the suggested model balances the network’s en-
ergy consumption and streamlines the computational com-
plexity. The power allocation policy for dynamic clustering 
utilizes limited area restricted along with few nodes.

The authors [23] found an effective solution for classifying 
API call-based data. In the study, the scientists used LSTM to 
use ransomware computing patterns. This model performed 
higher than the original LSTM. While the techniques men-
tioned above had shown decent results in malware detection, 
the identification had to be improved. The article presented 
an LSTM, Convolutional Neural Networks (CNN), and One-
Class Gradient Boosting Machines (OCGM) malware detec-
tion algorithm. This work fails to concentrate on the weakest 
features in the malware analysis that causes to minimize the 
prediction rate. In contrast to the artificial bee colony and the 
genetic algorithm, the simulation tests demonstrate how the 
throughput, longevity, and jamming prediction are studied 
and how this improves the energy. The algorithm has some 
potential downsides, such as dealing with the residual energy, 
but these can be mitigated using powerful computational 
servers to manipulate the data.

In [24] presented secure IoT services that were an essen-
tial part of the IoT project for the edge layer in the medical 
environment. LSTM and CNN were employed for binary 
categorization since LSTM performed the greatest to vec-
tor a series of application actions into a vector supplied to 
determine the malware family. The suggested model showed 
substantial efficiency. It was quite sophisticated in pre-pro-
cessing and information classification, which might impact 
identifying malware earlier. The provided model undergoes 
a thorough experimental validation to identify the analysis 
of ideal outcomes, and the findings are then looked at from 
many angles. Grasshoppers living in greater isolation have 
little chance of successfully creating a diverse solid energy 
with the resources they have at their disposal.

The model [25] addressed the peripheral layer authenticat-
ing gadgets in the Internet protocol stack. The suggested ap-
proach offered privacy and security between the network edge 
and the IoT gateway application server. Using machine learn-
ing, this work offers some useful insights into CPS security. It 
lays the path for further research and actualizes a full security 
architecture to safeguard CPS against cyberattacks both with-
in and outside the system. The study shows, however, that ML 
approaches are crucial because of the massive amounts of data 
that need to be processed to identify different types of attacks. 
In [26] proposed a provider architecture as the gateway IoT 
environment for intelligent transport systems. Their design was 
based on the Diffie–Hellman curves and digital certificates 
technique for important data transfer purposes. Both securi-
ty and performance analyses show that the approach is more 
secure. However, the constraints of the vast majority of IoT 
devices are not accurately reflected in this design. It employs 
the central authentication hub while providing a decentralized 
security architecture for the Internet of Things (IoT) based on 
blockchain’s distributed ledger capabilities.

In [27] suggested the internet-of-things end-to-end mo-
bile security module at the network edge of the smart energy 
domain. This design offered a strong service framework, but 
its operating area was restricted to the application level. The 
design protected edges-level nodes against active attacks 
caused by end-to-end encrypting and listening during com-
munications when interactions with edge-level devices and 
a core network of the internet of things. The outcomes have 
shown that the desirable properties of an Artificial Immune 
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ratio, and data security. Hence, an AI-based security method 
for IoT environment (AI-SM-IoT) system is suggested to 
overcome security problems in IoT networks.

3. The aim and objectives of the study

The aim of the study is to design a secure terminal level 
of the Internet of Things (IoT) using different forms of arti-
ficial intelligence – AI engines are made to protect the IoT’s 
periphery by enclosing it in protective compounds using 
provider designs. The (AI-SM-IoT) system is proposed as a 
viable solution to the security issues in IoT networks prac-
tically by means of Network Packet Delivery Rate, Delay 
Analysis, and Enhancing General Data Security.

To achieve this aim, the following objectives are accom-
plished:

− to improve the packet delivery rate by taking 
advantage of the killing chain with a greater level of 
security and less computational complexity;

− to reduce the network delay while transfer-
ring and accessing the information using a down 
sampler along with a deep classifier improves over-
all system efficiency;

− to control data security utilizing the 
blockchain encryption model and the killing chain.

4. Materials and methods

4. 1. Object and hypothesis of the study
This research contains the key contributions:
− propose a safe IoT end-level structure based 

on various AI elements;
− artificial Intelligence engines are designed to 

secure the peripheral layer of the IoT context in 
defensive compounds based on provider architectures;

− test the proposed safety implementation framework 
based on IoT services and evaluation measures.

The primary architecture is constructed on a framework 
with three layers and an all-embracing safety level for the 
network edge. There are two explanations for adopting a 
three-layer framework: there are not any single criteria for 
an IoT network, no collective labor structure is available 
for every architect’s layer, and it uses a three-layer design 
as the primary structuring, which is why the multiple levels 
of IoT network were more secure than some other existing 
models (i. e., four-layer structure) in recent projects. It 
specifies several security components in the suggested 
security protocol to provide a robust safety mechanism 
within the IoT atmosphere’s network edge. It illustrates 
the basic perspective of the architecture proposed for com-
munication with edge results improved with the various 
security components for each tier of the IoT ecosystem. As a 
result, botnet attacks against the internet of things are very 
common. Malicious bots and malware are distributed over 
botnets, which are collections of compromised machines. 
IoT networks are vulnerable to botnet intrusion, which may 
compromise financial and personal security by installing 
ransomware, spyware, or other types of malware on oth-
erwise secure devices. One typical method of exploiting 
IoT devices is to tamper with their firmware, which may 
cause data loss or corruption. Confidential information was 
stolen from us. Data theft is another prevalent IoT security 

concern, often perpetrated to obtain access to sensitive per-
sonal or financial data. 

4. 2. Application layer security
End devices often deal with IoT device apps via HTTP 

protocol at the protocol stack. The framework is intended for 
a reduced power draw and a minimal communication over-
head for limited bandwidth and excellent traffic resilience. 
To ensure safe communication links and service providers, it 
suggests two distinct secure modules: standard application 
protocol serves as a kind of HTTP for restricted devices so 
that devices like embedded sensors interact on Cloud com-
puting, be checked, and shared information as a subsystem. 
Constrained Application Protocol can keep functioning 
when transmission control protocol (TCP) based technolo-
gies cannot be finalized. The end-to-end architecture of the 
proposed AI-SM-IoT system is depicted in Fig. 1.

Fig. 1 illustrates the end-to-end architecture of the 
introduced AI-SM process. It has three layers: application, 
network, and edge later. It uses mobile clients, sensors, and 
actuators. It demonstrates the cheap method for creating 
secure links between different hosts (edge endpoints) in the 
applications layer to ensure confidentiality and security. 
Constrained Application Protocol is a simple text-based 
protocol such as HTTP but works behind User Datagram 
Protocol (UDP) and is recommended. The most frequent 
encryption is done utilizing the security features of the data-
gram. An HTTP procedure is used via the rest API for most 
edge users in IoT settings. A smart framework acts in the 
system security to discover defects in the work order using 
the Internet protocol using artificial intelligence.

This system maintains that the deployment of edges 
improves from hackers by setting criteria for web services 
optimized by the AI engines.

Cyber risk parameter: The origin of attacks is one of the 
key difficulties at the application level, and the right decision 
correlates to a danger. An assailant discovers the source of 
assaults and makes better judgments depending upon the 
nature of the attacking campaign by understanding the 
assailant’s techniques, methods, and techniques at this level. 
The modern example is a profile perfectly matched device in 
the protocol stack. The subsystem in the protocol stack can 
allocate to its initial malicious user the fraudulent behavior 
on the border layer systems and advises a similar objective 
against the threat.

Fig. 1. The end-to-end architecture of the proposed AI-SM-IoT system
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4. 3. Network layer security
Most dangers are contained in the TCP/IP stack protocols 

on the network topology. However, Operations Technolo-
gies (OT) standards such as Mudbus also function in the net-
work topology in a manufacturing environment. Consequently, 
the planning and control are given in AI-SM-IoT to have net-
work security comparable to normal TCP/IP communications 
in this stack: The firewall (FW) depends on the network. Be-
cause firewalls are rudimentary network security measures, a 
rule-based method to restrict abnormal activity on the network 
level of the IoT ecosystem is needed. Most edge IoT application 
layer equipment uses the same TCP/IP protocols; thus, it has 
the same TCP/IP defense system to prevent suspicious network 
layer queries in the AI-SM-IoT system. 

Intrusion-preventing system: This component is included as 
the technology’s security mechanism. The system, in terms of 
actual mechanisms, is employed extensively in the IoT context. 
It can defend the IoT infrastructure from most of the risks at the 
network level of customers on the edge device. The suggested 
design uses the component advantages of a skilled AI engine 
under a regular and harmful network pattern. The AI algorithm 
is taught to use current TCP/IP or existing traffic patterns for 
training at the network topology of the border directly correlates.

Furthermore, in their activities, the edge-level devices 
might suffer connection problems due to security problems 
in their network topology. Denial service (DoS) attacks are 
tough to cope with by primary security components like 
rules-based firewalls and even handwriting systems. These 
are the common significant network security problem on 
IoT devices. On the other hand, the most complex attacks 
are managed using knowledge modules such as AI-driven 
threat research and danger attribution. In this respect, the 
suggested networking and edge layers AI components con-
struct profiling from the behavior of gadgets and identify, 
prevent, and molecules behavior. The layered architecture of 
the proposed AI-SM-IoT system is denoted in Fig. 2. It has 
three layers, and the function of each layer is given below.

Fig. 2. The layered architecture of the proposed 

AI-SM-IoT system

The first layer includes data analysis, AI data server, AI 
builder, and model configuration models. The second layer 
consists of a verification device, blockchain server, and data 
processing server. The third layer consists of providers.

4. 4. Edge layer security
There are several (edge layer) real end unit standards. 

However, most menaces focus on edge gates since they sig-
nificantly harm the IoT ecosystem. For example, in the 2016 
Mirai assault, many IoT infrastructures caused massive 
downtimes. But there are multiple standards. Each device 
must communicate its acquired data to the backside struc-
ture of cloud storage at the infrastructure level. There seem 
to be three distinct approaches to linking end hardware to 
the internet-of-things back-end framework: 

a) direct cloud connectivity, 
b) direct field gateways connectivity, and 
c) indirect connectivity via virtual private connections.
Hunting for cybersecurity threats: It concentrates on 

AI-driven safety modules for the internet of things gateway 
because of their essential function in the surroundings. 
Irrespective of the type of communication between the 
equipment and its facilitator, the modules are suggested 
depending on the deployed gateway/device work agent. 
Threats arise in several respects in the module. For instance, 
a malicious risk or an alleged traffic pattern (i. e., a Packet 
Capture (PCAP) file) is provided as a pre-processed feature 
space in consecutive or discontinuous ways.

In other words, a suspicious behavior label is labeled as 
an abnormality or normal. Abnormalities need to be ana-
lyzed further for the present network of points to discover 
compromise indications. Two steps should be taken if there 
is any proof on each machine. First, the information is sent 
to the modules to see what action it needs to take. The next 
move is to contact the server module to determine the stage 
of an assault that affected the node.

The intelligence of cybersecurity threats: According to 
the danger of Cyber Kill Chain (CKC) classification, each 
danger has its life cycle. Consequently, it contributes to the 
optimal judgment on the highest threat phase following the 
discovery in the intermediate nodes. The modules in the 
presented work complement the operation behind the assault 
and provide an overview of the nature and source of the dan-
ger in the IoT ecosystem.

Concerning computer resource constraints on connected 
systems and memory storage in edge-level portals, it is nec-
essary to build defensive measures compactly. There must be 
two different ways to implement an IoT end security protec-
tion module. The first method is based on the architectural 
server side, implying that the AI engines are on top of the 
structure. The AI modules engine is placed on the portals as 
one of the bridge functions in the second process.

4. 5. Mathematical calculation
AI-SM-IoT system’s elevated AI system library is one of 

its critical elements. There are many classification models 
in this element, irrespective of the implementation of the 
IoT infrastructure. With one sort of data, every classifier 
was trained. For instance, if the edge device has a harmful 
executable binary file format, the module’s engine gateways 
must link to the learned models using the opcode, bytecode, 
and systems called. It isolated this component from the rein-
forcement cage to stress the usefulness of algorithms on var-
ious design sets. It also suggested a new stream component 
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for engine-independent operation. This component should 
collect, standardize, and convert environmental precept in-
formation and feeding motors for ongoing training. The block 
diagram of the proposed AI-SM-IoT system is shown in Fig. 3.

Fig. 3. The block diagram of the proposed AI-SM-IoT system

The block diagram has user, AI model, blockchain, and 
provider units. The encrypted database stores and processes 
the raw data from the user and provider. Two Deep Neural 
Networks (DNN) routines are used in the method. The first 
scheme is applied as downsampling, which results in a re-
duced sample of the top input. Then it is utilized as a predic-
tor for the second procedure. After a reduced model of high 
current density, the encapsulated characteristics are entered 
as an input to the classification, classifying the label. The 
problem that’s how the downsampler can be trained because 
there is no goal value; therefore, the conventional workout 
method does not apply.

In comparison, classification processes are simple, as the 
goal values for every input sequence are accessible. Three 
stages are therefore taken to construct and train the entire 
model:

1) create the first downsampler v;
2) construct an original classifier; 
3) adapt downsampler/classifier weights/coefficients.

4. 5. 1. Down sampler
A DNN is employed as a downsampler v in which the 

input is X, and the result is quite small. Assume data set B 
in which the matching class labels {y1, y2,… yn} The classes 
are {x1, x2,… xn}. The neuronal output on the v input nodes is 
calculated using (1)
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vector p-th dimensions of xp, pth element/input vector prop-
erty xp and bqr is the input r-th-neuron-input weight. The 
input has n neurons because the state vector is n dimensions. 
The number of neurons specified by the client would consti-
tute several hidden units. The neuron inputs in the layer are 
the nerve cell outputs in the preceding layer. The result ( )vy  
of a neuronal h at the concealed layer is calculated using (2)

−
=

⎡ ⎤
= α ⎢ ⎥

⎢ ⎥⎣ ⎦
∑ 1

1

,
Dm
qrD

v D
q v

b
y

y
    (2)

where D is the concealed layer, q is the total neural of the 
layer, 1D

vy − is a neuronal output for layer D−1, and D
qrb

 
is the 

neuron’s weight for layer D−1 to h neuron for layer D. v is used 
for the weight of layer D. The pictorial representation of is 
depicted in Fig. 4.

It uses previous iteration results, calculation function, 
and other dependent factors to calculate the .D

vy  The down 
sampler listed in this article is used to design products from 
high-dimensional input. Initially, the weights associating 
neurons were produced spontaneously in various layers.

4. 5. 2. Deep Learning classifier
DNN is created and utilized as an assault or non-assault 

to categorize the information as a functional u. The outcome 
of u is calculated using (3) based on the input data vector Xp 

( )( ),p
p v py u y u v X⎡ ⎤= =⎣ ⎦    (3)

where u is the first layer function. py does the downsampler 
v. The Downsampler result generate the p-th-input vector 
output is supplied in the classification u. If the dimensions of 
v(Xp) is the input data consists of a total of “n” neurons. The 
outputting layer includes only one neuron to provide a “zero” 
or “one” result (i. e., nonattack). One or more concealed lay-
ers with different neurons can exist.

4. 5. 3. Classifier weight training
The suggested solution has two DNNs: 
1) downsampler v; 
2) grader u. 
The concurrent learning of the two DNNs is not conceiv-

able as one DNN result is input for the other outputs, and the 
outcome value of u is also unknown. The training is therefore 
carried out as follows:

1) Estimate using randomized weights produced;
2) Bug/loss computation;
3) Due to loss, update classification weights;
4) Bug/loss calculation;
5) Due to loss, downsampler weights were updated.
The DNN classifier contains neuron layers that utilize 

the rectified linear unit (ReLU) activation function. The 
output layer depends on the softmax and cost function, 
which is observed as cross-entropy. Weight is the parameter 
within neural networks that converts input data within the 
DNN network’s hidden layers. A neural network is a se-
quence of nodes or neurons. The neuron’s signal intensity is 
measured in terms of these weights. The number chosen here 

Fig. 4. Derivative Diagram of 
D
vy
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will establish how much weight the input data has in deter-
mining the final output. Biases provide new, entirely positive 
features to a neural network that were not there before. That 
additional data is crucial for the neural network’s forward 
propagating effectiveness:

1. Weight calculation.
In the first phase, output weights are produced inde-

pendently for both samplers and classifiers. Now let’s relate 
to this phase as 1sy =  to the output forecast. These results 
are expressed as the summarizing (4)

( )
1 .s

v u
y

n

×
= =    (4)

The downloading function and grading function are de-
noted u and v. The number of samples is denoted n.

2. Computing error. 
The model is calculated with good binaries cross-entropy 

functional as outlined in (5) by false alarm:

( )( ) ( ) ( )( )1
1

1
log 1 log 1 ,

n

s s s s s
p

D y Pr y y Pr y
x=

=

= + − −∑  (5)

where ( )sPr y  indicates the likelihood that represents all q, 

sy  is nonattack among all q examples, and q is a sample of the 
entire dataset in information source D.

3. Classification of adjusted weights. 
After the loss is calculated using (5), the loss is replen-

ished to the classifiers to adjust weights to reduce loss and 
improve classification results using the primary algorithm. 
The continuity equation is used to adjust weights that link 
the output value to the hidden state, and it is expressed in (6)

.y y s
x x y

xs

v dD
b b

dbr

⎛ ⎞
= −β⎜ ⎟⎜ ⎟− δ⎝ ⎠

  (6)

The differential factor is denoted in .
y
x

dD
db

 The classifica

tion function is denoted β. The basis function is denoted .y
xb  

The variance is denoted δ. The speed and learning rate of the 
system is represented in (7), (8)

( )
1 1

1

.
1

s
s y

x

v dD
v

db
−μ=

− μ
   (7)

( )
2 1

2

.
1

s
s y

x

r dD
r

db
−μ=

− μ
   (8)

β is the scaling function; the user should specify μ1 and μ2 

model parameters. The differential function is denoted .
y
x

dD
db

 

The previous speed and learning rate are denoted vs‒1 and rs‒1. 
The weights are modified that link the j-th of the neurons 
from hidden neurons to the i-th of some other concealed level 
or inputs layer is expressed in (9):

.y y s
x x x s

s

v
b b y

r

⎛ ⎞
= −β⎜ ⎟ γ⎜ ⎟− δ⎝ ⎠

   (9)

The basis function is denoted y
xb

 
and the scaling func-

tion is denoted β. The variance is denoted δ. The output 
layer function is denoted γx and the expected output is 
denoted ŷs. The speed and learning rate of the system is 
denoted in (10), (11)

( )
1 1

11
,s

s x s

v
v y−μ= γ

− μ
    (10)

( )
2 1

21
.s

s x s

r
r y−μ= γ

− μ
    (11)

The model parameters are denoted μ1 and μ2. The output 
layer function is denoted γx and the expected output is de-
noted .sy  The previous speed and learning rate are denoted 
vs‒1 and rs‒1. The output layer function is denoted in (12)

−=

=

⎡ ⎤
α ⎢ ⎥

⎢ ⎥
′
⎣ ⎦γ =
∑

∑

11

1

,

D
m qr

Dq
v

x n

qrr

b

y

w
    (12)

where m is the total layers of neurons, and n is the full layer 
of neurons. The downsampler values during this training 
stage are not adjusted. The weight factor is denoted wqr. The 
basis function is denoted ,D

qrb  and the output of the last layer 
is denoted 1.D

vy −  During this training step, downsampler 
values are not adjusted. The adjusted computational func-
tion is denoted α .̀

4. Compute error/loss function.
The model’s mistake must be calculated according to the 

procedures outlined when the logistic regression is binary 
cross-entropy after being trained by the classifier.

5. Update downsampler weights: it includes a description 
of the computer error L model when the values of the classi-
fiers are adjusted, but the downsampler scales have still not 
been taken. Cells on the convolution layer are updated to 
another concealed state or inputting layer for weights link-
ing cells in the output units. It should be mentioned that the 
mismatch between the forecasted measured and simulated 
results must be recognized to determine the parameters that 
link concealed level cells to the outputs level cells.

Due to the unknown result for the downsampler u, the 
loss is calculated based on classifiers v and the intended in-
put from the workout data. Steps (1)–(5) are performed for 
several periods until a predetermined mistake or the maxi-
mum number of times is reached. This mistake is transmitted 
to the output neuron, and concealed downsampling layer 
links to modify the network weights. After values of the out-
put neuron are fitted to the concealed layer, the importance 
of the concealed layer is adapted/updated to the input nodes. 
Note that classification v values are not adjusted, but the 
downsampler u values are adjusted.

The proposed AI-SM-IoT system is designed in this 
section with IoT models. The mathematical model assures 
the accuracy of the proposed model. The proposed secu-
rity model enhances the overall system effectiveness. The 
proposed AI-SM-IoT system outcomes are evaluated in the 
upcoming section.

5. Results of research AI�based security method for IoT 
environment (AI�SM�IoT) system

5. 1. Network packet delivery rate analysis
MATLAB software has thousands of features that may 

be used to create IoT applications, such as signal and image 
processing, predictive maintenance, feedback, supervisory 
control, machine learning, and optimization. This study 
utilized the cyber security dataset of [33]. A Python lan-
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guage (Keras Package) was utilized to conduct the research, 
and some initial tests with a test and error technique defined 
the range of network variables. This work proposes a nov-
el, centralized, decentralized, deep learning-based intrusion 
detection system that can employ IoT applications’ realistic 
cyber security dataset. Specifically, the suggested testbed 
consists of seven layers: network functions virtualization, cloud 
computing, fog computing, blockchain network, edge comput-
ing, software-defined networking, the internet of things, and 
perception. OPNFV platform, Things Board IoT platform, 
Digital twin, Hyperledger Sawtooth, Mosquitto MQTT bro-
kers, ONOS SDN controller, Modbus TCP/IP, ..., etc. are all 
examples of new technologies appearing at various layers to 
meet the essential needs of IoT applications. More than ten 
distinct types of IoT devices (including low-cost digital sensors 
for sensing humidity and temperature, an ultrasonic sensor 
for detecting water levels, a pH sensor meter for measuring a 
heart rate sensor, soil moisture, a flame detector, and so on) 
contribute to the data that make up the Internet of Things. 
This research identifies and analyses fourteen assaults against 
IoT and IIoT communication protocols, broken down into 
five categories: denial-of-service/distributed denial-of-service, 
information gathering, a man in the middle, injection, and 
malware. This research offers an initial exploratory data anal-
ysis and assesses the effectiveness of deep learning modes after 
processing and examining the provided realistic cyber security 
datasets. During this process, a software development toolkit is 
utilized to implement the discussed AI-based security method 
in an IoT environment. It selected settings concerning the per-
formance measurements that yielded a better effect depending 
on the outcomes acquired. The primary attack surface is uti-
lized in internal control and work order flow communications 
protocols. Assailants can use a framework to attack them. In 
general, recognition is used to access the networking’s virtual 
network, the domain name server (DNS) servers, the server 
software, operating system versions (OS), and data relevant 
to the worker. This data is used to discover access points and 
active applications in the following step and find flaws with the 
susceptibility library. Fig. 5, a, b show the network throughput 
analysis of the proposed AI-SM-IoT system with lower and 
higher sending rates, respectively.

The packet generation rate varies from a minimum to a 
maximum level for the simulation analysis. The simulation 
outcomes of the proposed AI-SM-IoT system are evaluated 
over the different packet-sending rates. As the packet-gen-
erated rate increases, the proposed AI-SM-IoT system’s 
respective simulation outcomes also increase. The proposed 
AI-SM-IoT system with higher safety and lower processing 
time enhances the system’s overall throughput. Table 1 
shows the network throughput analysis of the proposed AI-
SM-IoT system.

Table 1

Network throughput analysis of the proposed 

AI-SM-IoT system

Packet gen-
eration rate 

(packets/sec)

LSTM 
(kbps)

AI-SM-
IoT 

(kbps)

Packet genera-
tion rate (1000 

packets/sec)

LSTM 
(kbps)

AI-SM-
IoT 

(kbps)

0.1 17 21 0.1 18 25

0.3 16 26 0.3 23 29

0.5 18 29 0.5 26 32

0.7 21 32 0.7 29 36

0.9 26 35 0.9 31 39

1.1 29 39 1.1 35 42

1.3 32 42 1.3 37 46

1.5 34 46 1.5 39 49

The simulation analysis of the proposed AI-SM-IoT sys-
tem is analyzed by varying the packet generation rate from 
a minimum to a maximum level. The proposed AI-SM-IoT 
system outcomes of different packet sending rates, such as 
low and high levels, are analyzed. The proposed AI-SM-IoT 
system with a higher security level and lower computation 
complexity. 

5. 2. Delay analysis
As the packet generation rate increases, the respective 

network throughput also increases. Fig. 6, a, b show the 
working time analysis of the proposed AI-SM-IoT system 
with lower and higher packet generation rates, respectively.

a                                                                                                      b

Fig. 5. Network throughput analysis of: a − higher sending rate; b − lower sending rate
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The packet generation rate is varied under two conditions: 
lower generation rate and higher generation rate. The respec-
tive simulation outcomes of the proposed AI-SM-IoT system 
are analyzed under different sending rates. The simulation out-
come, such as the total working time required for the design, is 
monitored and plotted. The proposed AI-SM-IoT system with 
lesser complexity and IoT module exhibits lower working time 
than the existing model LSTM. Table 2 depicts the total work-
ing time analysis of the proposed AI-SM-IoT system.

The proposed AI-SM-IoT system is analyzed under 
lower and higher packet generation rate conditions, and 
the simulation outcomes are analyzed and tabulated. The 
proposed AI-SM-IoT system with IoT module and artificial 
intelligence model enhances the overall system perfor-
mance. As the packet generation rate increases, the re-
spective system performance decreases because the system 
requires a minimum level of computation at a lower packet 
generation rate. 

a

b

Fig. 6. Working Time Analysis of proposed AI-SM-IoT System: a − Higher Packet Generation rate; 

b − Lower Packet Generation Rate



47

Information and controlling system

5. 3. Network security analysis
Fig. 7, a, b show the security level analysis of the pro-

posed AI-SM-IoT system with lower packet generation and 
higher packet generation rates, respectively.

a

 b

Fig. 7. Security level analysis of proposed AI-SM-IoT 

System: a − higher packet generation level; b − lower packet 

generation level

The security level analysis of the 
proposed AI-SM-IoT system is done by 
varying the packet generation rate from 
lower to higher with two conditions: 
lower generation rate and higher gen-
eration rate. The simulation outcomes 
show that the proposed AI-SM-IoT sys-
tem has a higher security level than the 
existing models. The proposed AI-SM-
IoT system with artificial intelligence 
enhances overall security.

The proposed AI-SM-IoT system is 
analyzed in this section, and the simu-
lation results are compared with the ex-
isting model. The proposed AI-SM-IoT 

system with artificial intelligence, IoT module, and safety 
measures enhances the simulation results.

6. Discussion of AI�based security method for IoT 
environment (AI�SM�IoT) system results

This article presents a robust framework for securing the 
Internet of Things devices. The first phase gathers data from 
IoT devices to characterize the consumer. The literature is 
full of attacks on cyber-physical systems, all of which must 
be mitigated. The process continues with attacks like replay 
attacks, denial of service, jamming, time synchronization, 
stealth time synchronization, false data injection, and so on. 
The study uses the two secure modules, the  standard appli-
cation protocol and Transmission Control Protocol (TCP), 
to manage the information transmission. During this pro-
cess, an intelligent deep-learning model ensures overall data 
security. Here the deep learning model validates every com-
ponent to ensure the authorized users in the IoT cloud envi-
ronment. This process provides data security with minimum 
unauthorized activities. In addition, the firewall uses the 
rudimentary network, which uses the rules-based approach 
that predicts abnormal movements with minimum latency 
in the IoT ecosystems. The AI-based security method for 
the IoT environment (AI-SM-IoT) system uses various deep 
learning features, classification processes, and weight updat-
ing procedures that help to identify the abnormal activities 
in the IoT environment with minimum latency and high 
throughput rate, which is described in Fig. 5, a, b. In addi-
tion, the overall delivery rate of the packet is described in Ta-
ble 1. The obtained results are higher efficiency compared to 
the existing methods. Moreover, the system ensures the min-
imum working time for entire packets described in Table 2.

Rather than relying on often single points of failure in 
traditional IoT authentication methods, this study suggests 
a blockchain-based AI authentication technique. A private 
blockchain is built amongst cluster heads in a single wireless 
sensor network, bringing together the decentralized nature 
of blockchain with the distributed nature of IoT nodes. The 
peculiarities employed in the proposed work include a deep 
learning network to manage the security of the IoT network, 
with the following sub-goals in mind. (1) decrease network 
latency during information transfer and access by combining 
a down sampler and deep classifier; (2) manage data security 
by combining a blockchain encryption model and a killing 
chain. The study controls data flow using two encrypted 
modules the standard application protocol and the Trans-
mission Control Protocol (TCP). An advanced deep learn-

Table 2

Total working time analysis of the proposed AI-SM-IoT system

Packet generation 
rate (packets/sec)

LSTM 
(hr)

AI-SM-
IoT (hr)

Packet generation rate 
(1000 packets/sec)

LSTM 
(hr)

AI-SM-
IoT (hr)

0.1 4321 4215 0.1 420 402
0.3 4261 4132 0.3 418 398
0.5 4132 4021 0.5 416 375
0.7 3982 3854 0.7 412 364
0.9 3876 3642 0.9 407 352
1.1 3765 3542 1.1 403 342
1.3 3654 3354 1.3 398 339
1.5 3548 3245 1.5 387 328
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ing model monitors the procedure to guarantee the safety of 
every data. In this case, the deep learning model verifies all 
parts to ensure that only authorized users can access the IoT 
cloud. This method protects sensitive information while lim-
iting the possibility of outside interference. Furthermore, the 
firewall prevents unauthorized access to the network, and 
the rules-based approach anticipates anomalous activity in 
IoT ecosystems with low latency. All wireless sensor network 
nodes have their base stations recorded in the distributed 
ledger. Data registration between cluster heads and regular 
nodes and cross-communication authentication are finalized 
in this paradigm. Finally, examining IoT devices’ perfor-
mance and security demonstrates the scheme’s dependable 
efficiency and security.

Fig. 5, a shows the network throughput study of the 
proposed AI-SM-IoT system with lower sending rates, and 
Fig. 5, b shows the analysis with more excellent shipping 
rates compared with LSTM [23]. The proposed AI-SM-
IoT system improves the system throughput due to its in-
creased security and decreased processing time. Worktime 
analysis of the proposed AI-SM-IoT system is displayed 
in Fig. 6, a (Higher Packet Generation Rate) and b (Lower 
Packet Generation Rate). Different transmitting rates are 
examined to compare the simulation results for the proposed 
AI-SM-IoT system. Results from the simulation are tracked 
and shown to determine how much time will be needed to 
complete the design. Reduced complexity and an IoT module 
allow the proposed AI-SM-IoT system to outperform the 
current LSTM [23] model in less time.

The suggested AI-SM-IoT system’s security analysis 
is depicted in Fig. 7, which compares two different packet 
creation rates (greater and lower, respectively). Results 
from computer simulations demonstrate that the proposed 
AI-SM-IoT system is more secure than competing approaches.

However, this study requires optimized techniques to en-
hance the overall intelligent techniques’ efficiency. During 
the classification process, the network must select the op-
timized weight value to reduce the deviation between the 
outputs. Therefore, optimization techniques are incorpo-
rated to improve the overall abnormal activities in the IoT 
environment. The research issues are resolved by applying 
the meta-heuristic optimization method. In addition, the re-
search work incorporated encryption techniques to enhance 
overall security with a high packet delivery rate in the IoT 
cloud environment. The security and respective efficiency 
is described in Fig. 7, a, b. Fig. 7 depicts that the introduced 
system attains high security and ensures the maximum 
packet delivery rate with minimum delay. 

Solution robustness in the face of fluctuating conditions
The constraining effect occurred immunity to the shift-

ing conditions that affect anything. Following classifier 
training, the logistic regression is a binary cross-entropy 
model’s error must be computed according to the guidelines 
provided. When the classifier values are changed, but the 
downsampler steps are not yet performed, the L model of 
a computer error is described. By adjusting the weights 
of the connections between cells in the output units, the 
convolution layer can transition to a new hidden state or 
input layer. Remember to notice the discrepancy between 
predicted, measured, and simulated outcomes to zero in 
on the parameters connecting secret-level cells to the out-
puts-level cells.

The one limitation of deep learning approaches is that it 
needs a large amount of data for model testing.

The high price of implementing AI is cited as a drawback 
of the research. Integrating privacy and security require-
ments might be challenging if many different IoT devices 
exist. For some companies, the time, energy, and money 
required to optimize for all devices may be too great, leading 
them to go for subpar solutions to save money.

The potential for future networks and gadgets to gain 
insight from their actions, anticipate their users’ next moves 
and enhance their efficiency and discernment. Connect-
ing devices and programs across different platforms are of 
utmost importance. Applications for the IoT must be built 
with the understanding that future technologies will require 
a focus on data collecting and interpretation. 

Despite the obstacles, AI’s most significant problem is 
balancing the requirement for vast volumes of organized or 
standardized data with individuals’ right to privacy. The fun-
damental concern is privacy, which is the root cause of many 
other difficulties, including governmental involvement. 

7. Conclusions

1. Network Packet Delivery Rate: the packet production 
rate varied between 25 kbps and 49 kbps, and the simula-
tion study of the proposed AI-SM-IoT system is performed. 
Improved security and reduced computational complexity 
characterize the proposed AI-SM-IoT system. 

2. Delay Analysis: the proposed AI-SM-IoT system’s 
simulation results at varying transmission rates. Compared 
to the current model, the suggested AI-SM-IoT system’s 
328-hour operating period for a packet creation rate of 
roughly 1.5 is much more manageable due to its simpler 
design and IoT module. Achieving the same accuracy with 
LSTM requires 387 hours. The learning process increases 
the abnormal prediction rate, and the network parameters 
are updated continuously, reducing the delay compared to 
the existing methods. 

3. Improve overall data security. This process uses the 
standard application protocol and Transmission Control 
Protocol (TCP). These protocols help to ensure data secu-
rity in the IoT network. This process improved the overall 
network security by 93.5 % of accuracy for various packet 
levels. The IoT environment is continuously examined to 
evaluate every user’s activities. The user request and respec-
tive parameters are analyzed with the training process and 
network parameter updating procedure. 
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