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Audio command recognition methods are 
essential to be recognized for performing user 
instructions, especially for people with dis-
abilities. Previous studies couldn’t examine 
and classify the performance optimization of 
up to twelve audio commands categories. This 
work develops a microphone-based audio com-
mands classifier using a convolutional neural 
network (CNN) with performance optimization 
to categorize twelve classes including back-
ground noise and unknown words. The meth-
odology mainly includes preparing the input 
audio commands for training, extracting fea-
tures, and visualizing auditory spectrograms. 
Then a CNN-based classifier is developed and 
the trained architecture is evaluated. The work 
considers minimizing latency by optimizing the 
processing phase by compiling MATLAB code 
into C code if the processing phase reaches a 
peak algorithmically. In addition, the meth-
od conducts decreasing the frame size and 
increases the sample rate that is also contrib-
uted to minimizing latency and maximizing the 
performance of processing audio input data. A 
modest bit of dropout to the input to the final 
fully connected layer is added to lessen the like-
lihood that the network will memorize particu-
lar elements of the training data. We explored 
expanding the network depth by including con-
volutional identical elements, ReLu, and batch 
normalization layers to improve the network's 
accuracy. The training progress demonstrat-
ed how fast the accuracy of the network is 
increasing to reach about 98.1 %, which inter-
prets the ability of the network to over-fit the 
data of training. This work is essential to serve 
speech and speaker recognition such as smart 
homes and smart wheelchairs, especially for 
people with disabilities
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1. Introduction

With the rapid evolution of portable devices, interacting 
with machines using audio technology has become increas-
ingly prevalent. As compared to typing by hand, keyword 
spotting technology provides a viable method for providing a 
fully hands-free interface that is especially useful for mobile 
devices. Corresponding products like iPhone’s Siri and Gooi-
gle Now exploit speech commands technique. For instant, 
Google also presents voice-based searching [1, 2] on Android 
mobiles, and a fully hands-free incident called “Ok Goo-
gle”[3–6]. Environmental sound signals are heterogeneous, 
multi-source, and time-varying. To process these signals for 
event detection in applications for ambient assisted living, 
numerous systems have been developed. Typically, feature 
extraction, selection, and classification are used by these 
systems. Vocal tract constrictions provide a speech signal, 
and different sounds can be produced by various vocal tract 

constrictions. A speech signal carries both the identity of 
the speaker and the message. The voice-operated wheelchair 
is one of the solutions for specialized applications of speaker 
and speech recognition like a voice-operated wheelchair, 
where both the speaker and speech have to be recognized for 
the movement of a wheelchair [7]. However, despite major ad-
vances, several important questions remain unanswered [8] 
such as the issue of sound source separation technique that 
converts channel-based to object-based audio. Azimuth-fre-
quency (AF) based sound source separation has been pro-
posed for converting channel-based audio to object-based 
audio with difficulties in setting the optimal azimuth and 
width [9]. The backpropagation algorithm, the most im-
portant stage of Deconvolutional Neural Networks (DNN), 
which is a Convolutional Neural Network (CNN) but works 
in a reverse technique, was discovered in the 1980s (BPA). 
This approach used the gradient descent method to quick-
ly speed up the training procedure [10]. CNNs are useful 
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models for interacting with voice recognition systems and 
successful variations of deep neural networks (DNNs). 
Although CNNs are somewhat effective models for creat-
ing speech recognition systems, this effective architectural 
design is rather difficult. For the recognition procedure to 
be performed, their design necessitates prior knowledge and 
expertise [11]. This learning architecture was inspired by 
the natural visual perception paradigm of living things. The 
term “convolution” refers to a linear mathematical procedure 
between matrices. Numerous studies have proven that CNNs 
perform better on categorization tasks. The traditional CNN 
model’s high computing cost and slow learning time for big 
datasets, however, make it potentially unfeasible.

Deep neural networks have improved the speech recog-
nition process’ efficiency. In the machine learning branch 
of deep neural networks, various layers of effective learning 
algorithms are grouped to carry out particular tasks. Deep 
neural networks use a variety of non-linear activation func-
tions to conceptually mimic the process. Additionally, they 
aid learning by employing feature sets produced from origi-
nal data (speech signals). 

Therefore, the significant advancements made in deep 
neural networks over the past ten years lead the use of deep 
learning classifiers methods to be applied to a wide range 
of problems, including image processing, speaker identifi-
cation, speech recognition, web searches, dictation, online 
data filtering, and numerous issues relating to artificial 
intelligence.

2. Literature review and problem statement

The research [8] proposed an analytical model of audio 
content to detect non-disturbing events, especially in smart 
homes, by focusing on the following three issues:

1) the effect of signal-to-noise ratio and the distance 
between the microphone and the sound source recognition 
accuracy in an environment in which the system has not 
been trained;

2) the most appropriate features and classifiers in the 
presence of background noise, 

3) the effect of signal duration on recognition accuracy.
Although, they had competitive ranking results for two 

of these systems. The first, which used a gradient boost 
classifier, achieved an F1 score of 90.2 % and a recognition 
accuracy of 91.7 %. And the second used a 2D CNN with salt 
spectroscopy images, which achieved an F1 score of 92.7 % 
and a recognition accuracy of 96 %. However, many importr-
ant questions remain unanswered, especially in real-world 
settings. Azimuth frequency (AF) based audio source sep-
aration has been proposed to convert channel-based to 
object-based audio by Paper [9]. Although, the proposed 
method provides higher accuracy than SDR, SAR, and SIR 
and separation accuracy of minimal response Non-distorted 
response (MVDR), unfortunately, it is difficult to set the 
optimal azimuth and width using this technology. The pa-
per [12], used the recurrent neural network (RNN) model 
in its proposal to classify commands and compare them 
with other machine learning classifiers. Although an accu-
racy of over 98 % was noted with a combination of walled 
redundant unit (GRU) and long-term memory (LSTM), 
their proposal did not provide insight into the clarity of the 
system for recognizing human speech when the number of 
noise sources increases. The study [13] relied on the electrod-

encephalogram of patients with disabilities to classify the 
visually constructed words. Whereas, the brain-computer 
interface (BCI) technology translates voluntary choices 
into an active command using brain activity. Although their 
objective was to interpret EEG signals to visualize speech, 
with an average accuracy of 95.3 %, their system was not 
used as a technique to help patients, because the results in 
its application were not satisfactory. The study [14] was 
concerned with animal phonemic classification using a set 
of convolutional neural networks. A set of classifiers was 
presented that worked on different types of animal acoustic 
data sets using six different CNNs. However, their study 
did not provide sufficient information and did not record 
the required results comprehensively, they did not detect 
and recognize audio signals of speech commands using 
terminology. Study [15] focused its attention on the visual 
brain-computer interface based on ERP and studying the 
effect of sound on it. Where the BCI audio-visual task is 
designed, which requires focusing on the output commands 
and calculating the number at the same time according to 
an audio story. Although the results were that when the 
story running speed is increased, the amplitude of the P300 
and N200 potentials decreases by 0.86 V (p=0.0239) and 
0.69 µV (p=0.0158) in the occipital parietal region, result-
ing in a 5.95 % (p=0.0101) decrease in accuracy and slope 
9.53 bits/min (p=0.0416) information transfer rate, there is 
no develop a convolutional neural network classifier or eval-
uate the trained architecture. The study [16], presented two 
classifiers that were developed as a result of their research for 
the recognition of verbal emotions. Although the study gave 
an accuracy of 57.29 percent by creating its first model using 
the multilayer perceptron (MLP) classifier, they did not use 
the microphone to develop a classifier of voice commands 
while using the convolutional neural network to improve 
performance and the results did not clear.

According to the above literature, despite the rapid pace 
of progress, many questions remain unanswered, especially 
in real-world settings, so the process of classifying micro-
phone-based voice commands using a convolutional neural net-
work is critical and a must for services that benefit humanity.

3. The aim and objectives of the study

The aim of the study is to develop a microphone-based 
audio commands classifier using a convolutional neural net-
work with performance optimization to categorize twelve 
classes. This will make the system network possible to serve 
particular applications of speech and speaker recognition 
like smart homes and smart wheelchairs, the audio command 
is essential to be recognized for performing user instruc-
tions, especially for people with disabilities.

To achieve this aim, the following objectives are accom-
plished:

– to prepare the input audio commands for training, exg-
tract features and visualize auditory spectrograms;

– to evaluate the trained architecture.

4. Materials and methods

4. 1. Object and hypothesis of the study
The main in this work is to detect and recognize audio 

signals of speech commands using terminology and con-
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− following the highest performance commands and 
creating an executables file, results in speed execution;

− considering converting the algorithm into a MATLAB-
VST plug-in, this employs hood-based C code to obtain an 
execution faster than that in a handwritten MATLAB 
system;

− optimizing the Output latency, which is a time delay 
measurement between the time that audio is heard by a 
speaker and the time to generate a MATLAB audio frame;

− optimizing the input latency is the time delay mea-
surements between the time in which the frame is output 
through the processing phase and the time that audio enters 
the sound card;

− minimizing latency through optimizing the processing 
phase by compiling MATLAB code into C code if the pro-
cessing phase reaches a peak algorithmically. Decreasing the 
frame size and increasing the sample rate also contributed to 
minimizing latency.

4. 4. Flowchart
The stage begins by loading the Goo-

gle Speech Commands Dataset, the devel-
oped network is able to recognize the au-
dio input as silence or background noise. 
A MATLAB function called “augment-
Dataset” is used to generate one-second 
segments of a noisy background from 
the input large audio data of the Speech 
Commands background Google dataset. 
The function then divides the segments 
into validation and train folders. The 
flowchart for the preparation stage of the 
input data is shown in Fig. 2.

The commands that are required to be recognized by 
the model are specified in this stage. This includes labeling 
all folders that do not have background noise or commands 
as “undefined”. Then a set of commands is generated 
to approximate the distribution of all these commands. 
The developed architecture employs this set to train the 
network on the difference between commands and other 
information. Only a portion of the unknown commands of 
the training group is included to reduce the class imbal-
ance among the unknown and known commands for faster 
processing.

In extracting feature stage, let’s extract auditory spec-
trograms by defining the audio input parameters as follows:

fs=16e3, numBands=50, 

FFTLength=512, hopDuration=0.010, 

frameDuration=0.025, and segmentDuration=1,

where fs represents the known sample rate of the dataset, 
“numBands” represents the auditory spectrogram number 
of filters, “hopDuration” denotes the spectrum time steps, 
“frameDuration” denotes every frame duration for spectrum 
calculations, and the “segmentDuration” represents every 
speech clip duration (seconds). A series of transform stages 
to pad the audio signals to a constant size, apply a logarithm, 
and extract the features is shown in Fig. 3, and to convert 
all audio input of the dataset, Fig. 4 shows how every file 
acquires to pass through the transforms.

volutional neural network techniques for optimizing the 
performance through a simulation model. A dataset of audio 
commands in [17] has been used to verify the developed net-
work architecture. A microphone is employed as an input au-
dio stream command when testing the network. MATLAB 
toolbox is implemented in real-time streaming algorithms 
to present basic techniques and key terminology for stream 
processing optimization.

4. 2. Real-time acquiring process
The audio stream input is acquired from the sound card 

device using “audioDeviceReader” MATLAB object com-
mand. The configuration of the sound card is performed 
by this object to communicate the sound device properties 
including buffer size, bit depth, sample rate, and channel 
mapping between columns output object and the card’s input 
channels. Fig. 1 shows a description diagram to acquire a 
mono-channel audio signal.

In the real-time acquiring process, the sound card de-
vice receives the electrical audio signals from a microphone, 
which converts the input from analogue to digital (ADC) at 
a bit depth, buffer size, and a specified sample rate. 

The ADC transfers audio signals into the buffer, and the 
new signals are dropped when the buffer is full. The driver 
is used by the audioDeviceReader to repeatedly retrieve the 
oldest frame from the sound card buffer.

The object (audioPlayerRecorder) proceeds the obtained 
signals into the MATLAB environment for handing out. 
Concurrently, the auditory data that is processed is assigned 
as a next I/O cycle state to the audioPlayerRecorder to be 
played back.

4. 3. Performance Optimization techniques 
To maximize the performance of processing audio input 

data, let’s close any unnecessary computer processes, includ-
ing sync programs and mail clients. These processes have the 
ability to asynchronously request CPU time and interrupt 
the audio processing loop. Let’s also remove the real-time 
loop’s visualization and plotting. AMATLAB-based DSP 
toolbox is used as a scope and spectrum analyzer to visualize 
and update the processing loops. A command drawnow is 
used to specify a limited update rate for bespoke graphics or 
when handling callbacks in the loop to optimize the event 
queue. When there is heavy audio processing in performing 
the loop algorithm, profiling for locating the bottlenecks is 
attempted by applying the following measures:

− replacing the user codes with new features in MATLAB 
to optimize the execution speed;
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  Fig.	1.	Description	diagram	for	collecting	mono-channel	audio	signal
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The outcome of this stage is a one-cell vector in which ev-
ery element is associated by its auditory spectrogram obtained 
from the audio input. A network is created as a layer array ara-
chitecture with batch normalization and convolutional layers. 
Frequency and time feature maps are down-sampled through 
a max-pooling layer. The feature map input pools globally on 
time by adding a final max-pooling layer. This approximates 
(enforces) the invariance of time-translation in the spectrogram 
inputs, which allows the same classification network to imple-
ment the exact location of the audio in time independently. 
Additionally, the number of parameters in the final fully con-
nected layer is greatly decreased by global pooling. Let’s add a 
modest bit of dropout to the input to the final fully connected 
layer to lessen the likelihood that the network will memorize 
particular elements of the training data.

The developed CNN architecture has only five convo-
lutional layers and few filters in the network. Let’s explore 
expanding the network depth by including an identical ele-
ment of ReLu, batch normalization, and convolutional layers 
to improve the network’s accuracy. Increasing the number of 
filters can also increase the number of convolutional filters. 
The network architecture is shown in Fig. 5.

Let’s utilize category weights that are inversely propor-
tionate to the total of training instances in every category 
to give every category an equal overall weight in the loss. 
The training algorithm is self-determining of the whole 
normalization of the category weights while using the 
Adam optimizing to train the neural architecture. The 
flowchart of performing the network architecture is shown 
in Fig. 6.
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Prepare Data for Training 
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Fig.	2.	Flowchart	of	the	preparing	data	stage

 

 
  Fig.	3.	The	flow	of	audio	signal	within	the	sound	card
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Fig.	6.	The	flowchart	of	performing	the	network	architecture

Using data from the training and validation sets, let’s 
determine the network’s ultimate accuracy. On this data 
set, the network is quite accurate. However, the distribu-
tions of the training, validation and test data are compa-
rable and may not accurately represent real-world settings. 
This restriction is especially relevant to the unknown 
category, which includes utterances that only contain a 
few words.

It is crucial to take into account the constraints on the 
available memory and computing resources while working 
on applications with constrained hardware resources, such 
as mobile applications. Calculate the network’s overall size 
in kilobytes and evaluate the CPU’s prediction speed. The 
classification time of a single input image is the prediction 
time. Shorter prediction times per image result from the 
ability to classify numerous photos in the network at once. 
However, the single-image prediction time is the most im-
portant for categorizing streaming audio.

 

 
  Fig.	4.	Every	file	acquires	to	pass	through	the	transforms 

 
  Fig.	5.	The	developed	network	architecture

Define Network Architecture 

Specify Training Options 
Using the Adam optimizer with a mini-batch size of 128. 

Train Network 

Evaluate Trained Network 

Plotting confusion matrix with recall and 
precision of each class using row and 
column summaries for the validation set. 

Start  

End 
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5. Results of developing 
microphone-based audio 

commands classifier

5. 1. Preparing input 
audio commands

To set up the input audio 
signals for effective training 
of a CNN, let’s change the 
command signals into audi-
tory spectrograms. A dataset 
containing just the command 
words, the noise of the back-
ground, and the unknown 
words subset is created. This 
also includes computing the 
number of every class. The 
distribution visualization of 
the validation and training 
labels is shown in Fig. 7.

To visualize audio in-
puts Fig. 8 shows the signals’ 
waveform with their corre-
sponding auditory-based 
spectrogram for ordinary 
three-training audio signals.

The above stage includ-
ed performing; the steps of 
feature extraction for the 
validation dataset, and the 
playing of their correspond-
ing audio speech.

 

 
a  

 

 

b 

Fig.	7.	The	distribution	visualization	of:	a ‒	the	training;	b ‒ validation	labels 

 
a                                                                   b                                                                   c 

 
d                                                                   e                                                                   f

Fig.	8.	The	signals’	waveform	with	their	corresponding	auditory-based	spectrogram	for	three	training	audio	signals:		
a ‒	unknown	audio;	b ‒	the	command	(no)	audio;	c	‒	the	command	(on)	audio;	d ‒	unknown	spectrogram;		

e ‒	the	command	(no)	spectrogram;	f ‒	the	command	(on)	spectrogram
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5. 2. Train the developed a convolutional neural neta-
work classifier

The main specifications of the developed CNN architec-
ture are listed in Table 1.

The pseudocode for the training algorithm is shown in 
the screenshot of Fig. 9, while the training process show-
ing the accuracy and loss dynamics is shown in Fig. 10, 
while to validate the classification accuracy, Fig. 11 dis-

plays the recall and precision of every class 
by using row and column summaries over 
the entire validation dataset.

The above Fig. 10 determines how fast 
the accuracy of the network is increasing, 
which interprets the ability of the network 
to over-fit the data of training. Every iter-
ation represents an estimation for network 
parameters update and their gradient. Ta-
ble 2 summarizes the comparison with oth-
er related studies in terms of the number of 
classes, maximum obtained accuracy, and 
the applied method.

Table	2

Comparison	with	other	relative	studies

Refer-
ence

No of classes 
Max. 

accuracy
Method

[20] 6 97.15 BCNN

[19] 10 76 % VGG16

[18] 8 89.54
Goo-

gLeNet

Devel-
oped

12 98.1 %
Devel-
oped 
CNN

The created CNN outperforms previous 
models by a significant margin, reaching 
an average recognition accuracy of 98.1 %. 
The created CNN is less likely to overfit 
than other methods due to its greater per-
formance without the requirement for any 
batch normalization, regularization, or data 
augmentation.

 
Network Architecture Definitions 
Specifying classes categories; class-Weights; number of Classes; time-Pool-Size; dropout-
Probability; number of Filters(= 12); 
Specifying layers = [image Input Layer ([number of Hops, Feature Vector Length]), 
   2D-convolution Layer, Batch Normalization Layer, ReLu-Layer, 2D max. Pooling Layer. 
   2D convolution Layer, batch Normalization Layer, ReLu-Layer, 2D max. Pooling Layer. 
   2D convolution Layer, batch Normalization Layer, ReLu-Layer, 2D max. Pooling Layer. 
   2D convolution Layer, batch Normalization Layer, ReLu-Layer, 2D max. Pooling Layer.    
   2D convolution Layer, batch Normalization Layer, ReLu-Layer, 2D max. Pooling Layer. 
   Dropout Layer, fully-Connected-Layer, softmax-Layer 
   Classification-Layer (Classes, Class-Weights); 

Specify Training Options 
Using Adam optimizer with a mini-batch size of 128. 
Specifying training Options ("adam", Initial Learn Rate (=3e-4), Max.Epochs (=15),    
Minimum Batch Size (= 128); Validation Data, and Validation Frequency. 

Train Network using “trainNetwork” MATLAB command. 
Evaluate Trained Network 
Showing (Training error, Validation error, and plotting the confusion matrix) 
 
 
  Fig.	9.	The	training	algorithm	pseudocode	including	the	training	evaluation

Table	1

Lists	the	main	specifications	of	the	proposed	CNN	architecture

Description Dimensions 

Number of filters 12

Mini. Batch Size 128

Initial Learning Rate 0.0003

Max. Epochs 15

layers convolution 2d Layer 3 3

batch Normalization Layer 1

ReLu Layer 1

Max. Pooling 2d Layer 3 ,Stride=2 3,2

convolution 2d Layer 3, 2* Number of filters 3,2*12

batch Normalization Layer 1

ReLu Layer 1

max Pooling 2d Layer 3, Stride=2 3,2

convolution 2d Layer 3, 4* Number of filters 3,4*12

batch Normalization Layer 1

relu Layer 1

max Pooling 2d Layer 3, Stride=2 3, 2

convolution 2d Layer 3, 4* Number of filters 3, 4*12

batch Normalization Layer 1

ReLu Layer 1

convolution 2d Layer 3, 4* Number of filters 3, 4*12

batch Normalization Layer 1

ReLu Layer 1

Max. Pooling 2d Layer (time Pool Size 1) 1

dropout Layer 1

fully Connected Layer (12= numClasses) 12

Soft-max Layer 1

classification Layer 1
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6. Discussions of the results of the developed audio 
commands classifier

In this work, the developed convolutional neural net-
work with performance optimization was used to categorize 

twelve classes of speech commands, where a distribution 
visualization of the validation and training labels was shown 
in Fig. 7. A series of transform stages to pad the audio sig-
nals and feature extraction for auditory spectrograms was 
performed by defining the audio input parameters such as 

 

 
  

Fig.	11.	The	confusion	matrix	over	the	entire	validation	dataset

 

 
  Fig.	10.	The	training	process	including	accuracy	and	loss	dynamics
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the sampling frequency, the auditory spectrogram number of 
filters, the spectrum time steps, frame duration for spectrum 
calculations, and the speech clip duration. A visualization of 
audio inputs showing the signals’ waveform with their corre-
sponding auditory-based spectrogram for an ordinary three 
training audio signals was demonstrated in Fig. 8. We ex-
plored expanding the network depth by including identical 
elements of ReLU, batch normalization, and convolutional 
layers in an effort to improve the network’s accuracy. The 
training process showing the accuracy and loss dynamics 
were shown in Fig. 10, while the confusion matrix (Fig. 11) 
for the validation data shows that the maximum efficiency 
obtained was 99.7 % on recognizing the background noise 
from the command words while it was with a range from 
83.9 % to 98.4 % for classifying the ten+unknown command 
words.

In order to evaluate how well CNNs perform on auditory 
data, multiple benchmark models, including GoogLeNet[18], 
VGG16 [19], and BCNN [20] are trained in this study. Goo-
gLeNet, which uses less memory and is deeper than VGG, 
achieves greater accuracy but less than BCNN. Compared 
to VGG, GoogLeNet has a fundamentally different architec-
ture that makes it possible to train 22 convolutional layers 
quickly. In contrast, the developed CNN performs substan-
tially better than other models, achieving average recogni-
tion accuracy of 98.1 %. Given its higher performance withh-
out the need for any batch normalization, regularization, 
or data augmentation, the developed CNN is less likely to 
overfit than other algorithms as shown in Table 2.

The network accuracy over the validation and training 
datasets was very accurate. However, the test, validation, 
and training data all are with same distributions, which 
are not essentially reflecting a real-world application. 
Such limitation mainly affects the unknown classes for 
only a few numbers of commands. Another limitation is 
the availability of computational resources and memory, 
especially when using a mobile. Then it is essential to test 
network prediction speed by computing its size in kilo-
bytes and the computer’s CPU. Therefore the classifying 
of streaming audio requires computing the single-image 
prediction time.

7. Conclusions

1. The input audio commands have been prepared for 
training though converting the audio signals into visualized 
auditory spectrograms to extract their features. Label distri-
bution shows that twelve from 30 classes’ datasets have been 
selected. Thisstage included performing the steps of feature 
extraction for the validation dataset, and the playing of their 
corresponding audio speech.

2. The developed convolutional neural network classifier 
evaluated the trained architecture. The training progress 
figure determines how fast the accuracy of the network is 
increasing to reach about 97.1 %, which interprets the ability 
of the network to over-fit the data of training, where every it-
eration represents estimation for network parameters update 
and their gradient.
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