
Eastern-European Journal of Enterprise Technologies ISSN 1729-3774 1/4 ( 121 ) 2023

34

Copyright © 2023, Authors. This is an open access article under the Creative Commons CC BY license

FEATURES IN SOLVING 
INDIVIDUAL TASKS TO 

DEVELOP SERVICE-ORIENTED 
NETWORKS USING DYNAMIC 

PROGRAMMING

O l h a  K r y a z h y c h
Corresponding author

PhD,	Senior	Researcher
Department	of	Natural	Resources*

Associate	Professor
Ternopil	Ivan	Puluj	National	Technical	University

Ruska	str.,	56,	Ternopil,	Ukraine,	46001
E-mail:	economconsult@gmail.com	

V i c t o r i a  I t s k o v y c h
Postgraduate	Student,	Deputy	Director		

of	Department	–	Head	of	Department
Department	for	Digitalization,	Strategic	Development		
of	the	Field	of	Digitalization	and	Information	Security

Department	of	Natural	Resources*
Department	of	Information	and	Communication	Technologies		

of	Executive	Body	of	Kyiv	City	Council
Kyiv	City	State	Administration

Khreshchatyk	str.,	36,	Kyiv,	Ukraine,	01044
K a t e r y n a  I u s h c h e n k o

Postgraduate	Student
Department	of	Information	and	Communication	Technologies*

O l e k s i i  K u p r i n
Postgraduate	Student

Department	of	Information	and	Communication	Technologies*
*Institute	of	Telecommunications	and	Global	Information	Space	

of	National	Academy	of	Sciences	of	Ukraine
Chokolovsky	blvd.,	13,	Kуiv,	Ukraine,	03186

The object of this study is an approach 
to solving the problems of designing service-
orien ted networks that warn about emergencies 
using dynamic programming. The main issue is 
the complexity of algorithmization of proces-
ses that describe the achievement of an opti-
mal solution in multi-stage nonlinear problems. 
The possibilities of applying the Bellman opti-
mality principle for solving the set tasks for the 
purpose of their application in the field of engi-
neering and technology are determined. Based 
on the Bellman functional equation, a model of 
the optimal number of sensors in the monitoring 
system for warning of emergencies was built.

A feature of the design is that using the clas-
sical Bellman equation, it is proposed to solve 
problems of various technical directions, pro-
vided that the resource determines what exactly 
makes it possible to optimize work in any way.  
Important with this approach is the planning 
of the action as an element of some prob-
lem with the augmented state. After that, the 
proposed structure in formal form extends to  
other objects.

A problem was proposed and considered, 
which confirmed the mathematical calculations, 
as a result of which an optimal plan for replac-
ing the sensors of the system was obtained;  
and the possibilities of significant cost reduc-
tion were identified. In the considered example, 
an optimal plan for replacing the system sensors 
was compiled and the possibility of reducing 
costs by 31.9 % was proved.

The proposed option was used in the deve-
lopment of information technology for model-
ing a service-oriented network based on ener-
gy-efficient long-range protocols; some of the 
identified features were further developed in the 
design of a recommendation system for issuing 
loans and developing an interactive personnel 
training system
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1. Introduction 

Dynamic programming is a special method that is spe-
cifically adapted to optimize fast-evolving tasks in which 
an operation consists of elements with a strong influence on 
each other. The method of dynamic programming is the most 
common method for solving problems of optimal control.  
It is used both for solving problems of a linear objective 
function and for use for the analysis of nonlinear processes. 
In addition, dynamic programming is a general principle to 
solve optimization tasks with limitations. Constraints can  

be linear and nonlinear, with continuous and discrete vari-
ables, but under conditions of the possibility of their decom-
position [1].

To solve practical tasks, it is important to use dynamic 
programming for an objective function given by a table [2].

The Bellman optimality principle [3] underlies dynamic 
programming and can significantly reduce sorting the solu-
tions in multi-stage nonlinear problems [4]. It is associated 
with the problem of optimizing a complex system, which 
consists of many interdependent elements. Elements can 
include economic units that are part of a single system; nodes 
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of a complex technical system; separate areas of production, 
construction, emergency zones, or combat operations [5].

Nevertheless, any complex system requires a separate 
approach when introducing control automation. And in this 
case, the question arises of how to manage individual ele-
ments of the system with maximum performance indicators. 
In this case, it is not enough to optimize each element sepa-
rately and prescribe a control algorithm for this. Such a step 
will certainly lead to an incorrect result [2].

The latter proves the relevance of the research, which 
requires studying and analysis, especially now, in the process 
of informatization of society and the active development of 
digital technologies. After all, the tasks for the solution of 
which dynamic programming is used are implemented in the 
control algorithms of complex systems. In particular, this is 
used in service-oriented networks, smart cities, recommenda-
tion systems, modern personnel tools, and other applications. 
It is dynamic programming that makes it possible to solve 
such multi-step problems according to the approach of op-
timal control, that is, determining among all the permissible 
solutions the optimal one for the task set.

2. Literature review and problem statement

Dynamic programming is widely used by researchers to 
solve various problems of process automation [6–8]. In parti-
cular, in work [6], the features of algorithmization of dynamic 
programming problems are considered and it is noted that the 
processes of dynamic programming require optimization of the 
entire system that they describe. In addition, it is important to 
analyze the elements of the system and, often, solve additional 
problems in order to get an adequate solution. In [7], the al-
gebraic style of dynamic programming over the data sequence 
is presented, which is very important for solving individual 
applied tasks, in particular, economic, management, algorith-
mization of various business processes. Paper [7] also details 
some aspects of the Bellman principle, including some ap-
proaches to programming at a convenient level of abstraction.

Among the cited works, study [8] looks somewhat in-
novative; it presents the tools and philosophy of dynamic 
programming in relation to the use of network models for 
building. The work implies not only the influence of sto-
chastic processes and linear algebra, sufficient for practical 
specialists, but also the analysis and synthesis of features that 
are interesting for scientists and researchers. In particular, 
these are hedging and insurance stocks, stability theory for 
networks, and accelerated modeling methods, network work-
load models, features of the implementation of cellular com-
munication protocols, data processing in complex networks. 
The reported equations of dynamic programming allow for  
a different look at the scope of application and make it possible 
to radically move from the plane of the economy to the plane 
of technical aspects of the functioning of complex systems.

Most often, with the help of dynamic programming, op-
timization problems are solved. That is why the consi-
deration of optimization algorithms [9] makes it possible to 
implement applications in the fields of automatic control, 
signal processing and, again, communications and networks.  
In the cited work [9], it is not only emphasized that optimi-
zation algorithms in dynamic programming make it possible 
to solve the problem efficiently but also makes it possible 
to somewhat simplify the approach in practice using a pro-
gramming language. That is, it is possible to implement 

directly into the management of a service-oriented network 
or apply individual elements when developing a recommen-
dation system for choosing a solution. In this case, dynamic 
programming makes it possible to facilitate the process of 
algorithmization of the problem [10], especially those that 
use functions with a variable number of arguments and pro-
cessing of tabular functions [11].

Bellman′s principle of optimality raises the question of 
the optimality of a single element of the system in terms of 
the optimality of the entire system [12]. When making a de-
cision at a separate stage, it is necessary to choose control at 
this stage with an eye to the future because it is the overall 
result that interests you. Any process has an end somewhere, 
that is, some planning horizon [13]. And based on work [3], 
the last stage «has no future». It is necessary to optimize it 
only from the standpoint of this stage. After that, they pro-
ceed to the optimization of the (m–1) stage. In this case, we 
set the state from which the (m–1) step (condition) begins. 
That is, there is a generalization of the level and the construc-
tion of some optimal path, as presented in [14]. Therefore, 
the function Wi(S) is the conditional optimal gain of some 
function W(S). Thus, the process of optimization using the 
method of dynamic programming unfolds from end to begin-
ning, and then from beginning to end [12]. In different tasks, 
one can know either the initial state or the final state, or 
both. The Bellman principle has found practical application 
in the method when any action is planned as an element of 
some problem with the augmented state [15]. After that, it is 
enough to extend this structure to the stochastic problems of 
the system under study and apply the resulting algorithm to 
the problems of optimal work planning.

But most of the works focus on economic issues, leaving 
out the technical component. As a rule, technical issues 
are considered separately, or indirectly, due to the need 
to investigate a large number of variables. It is from these 
positions that the main research issue is to find the optimal 
path in solving a problem with a large number of variables, 
the transition between which occurs sequentially. Especially 
so if all variables or some of them are discrete. That is, the 
result at each step will influence the decisions obtained in  
other steps. While for economic processes such a task is wide-
ly studied [16, 17], for technical directions there are features 
of solving individual problems of dynamic programming.

3. The aim and objectives of the study

The aim of our study is to identify some features of 
solving individual problems of developing service-oriented  
networks that warn about emergencies using dynamic pro-
gramming. This approach can also be designed to algo-
rithmize processes in recommendation systems, automated 
systems for selecting and training personnel, etc.

The purpose of the work will be achieved using the fol-
lowing tasks:

– to analyze the possibility of applying the Bellman op-
timality principle to solve individual problems of developing 
service-oriented networks using dynamic programming in or-
der to apply them in the field of engineering and technology;

– on the basis of the Bellman functional equation to build 
a model of the optimal number of sensors of the monitoring 
system for warning of emergencies for the application of this 
model in the development of a service-oriented network for 
warning about emergencies.
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4. Materials and research methods

4. 1. The object and hypothesis of research
The object of research in this work is multi-step processes 

of algorithmization in solving problems of developing ser-
vice-oriented warning networks in case of emergencies.

The subject of research is the use of dynamic program-
ming tasks to ensure optimal management in the develop-
ment of service-oriented networks.

The hypothesis of the study assumes that the classical 
Bellman equation can be used to solve problems of various 
technical directions, provided that the resource determines 
what makes it possible in any way to optimize the operation 
of the system as a whole.

4. 2. The classic problem of resource allocation
The tasks set are solved on the example of the develop-

ment of a service-oriented network for alerting about the 
occurrence of an emergency, which receives information from 
sensors located in different parts of the city. Periodically, 
sensors need to be replaced due to malfunctions arising from 
weather factors, or for testing purposes. However, it makes no 
sense to purchase and store a large number of sensors in ware-
houses – technologies are changing, obsolete sensors are also 
being replaced by new ones. Given the above, it is necessary 
to determine the required number of sensors dk, which will be 
needed in each of the n months of the planned period, with the 
provision of minimum costs for the purchase and maintenance 
of stocks. At the beginning of the period, there are z0 sensors 
in stock. In each of the periods that is planned, no more than  
A sensors are purchased. But at the same time, no more 
sensors are stored in stock than B, including those returned  
for service. The costs associated with the storage and main-
tenance of sensors Хk, in some month k, is the sum of condi-
tionally fixed costs C, UAH thousand, and variable costs V,  
UAH thousand, for  each unit. Costs that are caused by the 
storage of one sensor for a month are equal to h UAH thousand.

According to the indicators for the monthly need for sen-
sors (Table 1), and storage costs (Table 2), it is necessary to 
adjust the available stocks of sensors in stock, under the condi-
tions of a variable number of sensors that are replaced monthly.

Table	1
Indicators	of	the	monthly	need	for	sensors

Indicator Quantity

Planning period, n, month 6

The minimum required number of sensors per 
month (permanently), dk, units 7

The maximum number of sensors purchased 
monthly, A, units 7

The maximum number of sensors stored in 
stock, B, units 6

Storage costs of 1 sensor for one month, h, c.u. 5

Number of sensors at the beginning/end of the 
planned period, z0/zn, units 2/0

Fixed costs, C, c.u. 4

Variable costs, V, c.u. per unit 3

Table	2
Storage	costs

Volume, xk, 
units 0 1 2 3 4 5 6 7

Storage costs, 
С(xk), c.u. 0 7 10 13 16 19 22 25

The research is based on the classical problem of resource 
allocation when there is some initial capital k0. This approach 
can be considered formalized. That is, the initial capital can 
be distributed among several controlled objects Р1, Р2, …, Рn. 
Xij – the volume of funds that will be invested in the i-th 
year in some object j. As a result, the following effect will be 
obtained:

Wij = f(Xij). (1)

In general, (1) is a nonlinear function, and it is necessary 
to distribute the initial capital (resource) so that the total 
effect for all objects for all years is maximum. That is,

Wij = ∑f(Xij)→max,

∑f(Xij) ≤ k0. (2)

Given that the function W is nonlinear, expression (2) 
is a classical linear programming problem with a very large 
number of variables. In addition, in many cases, Xji can have 
discrete values. And in this case, taking into account [3, 13], 
the above problem (1) can be solved sequentially by optimiz-
ing at each step.

For the first time the principle of optimality of such 
a task was stated in [3]. That is, optimizing a separate step, 
it is necessary to think about its consequences, leading to  
a common result.

The state S of some system involves one or more pa-
rameters of the system. For example, some kind of resource. 
Control Ui in the i-th step is some influence that the system 
experiences, it changes its state S. Then, taking into account 
the above, over the i-th step you can get some winnings, 
which is denoted by ωi(Si, Ui) while the state S goes into S′:

S→S′ = ji(S, Ui). (3)

Analyzing expression (3), it is assumed that the functions 
ωi(Si, Ui) and ji(S, Ui) are known (Fig. 1).

 

ωi(Si, Ui) 

 Ui 

S Si+1 

 
Wi+1(S′) 

ωi(Si, Ui)+Wi+1(S′) 

Fig.	1.	Graphical	analysis	of	the	transition		
of	the	state	of	the	system

For representations similar to (3), Bellman introduced 
the concept of a conditional optimal win Wi(S). This function 
shows the optimal gain (the best result) obtained in all steps 
from the i-th to the end, if the i-th step begins with the state S.  
Then, according to the Bellman optimality principle, analyz-
ing technical systems, if a decision is made at the i-th step, 
you can choose Ui so that the winnings are the maximum 
from the i-th step to the end.

4. 3. Graph problems based on the Bellman principle
Some problems of dynamic programming can be solved 

graphically. Most often [14], it is the search for some mini-
mal path that will make it possible to achieve the goal with 
maximum success.
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This type of task can be illustrated by the example of an un-
manned aerial vehicle (UAV) that is gaining altitude and speed.

The UAV is at some altitude h0 and flies at a speed of v0. 
It is necessary to transfer it to height h1 at a speed of v1. Con-
dition: h1 > h0, v1 > v0.

To solve the problem, you should divide the flight area 
from h0 to h1 into n parts:

∆h
h h

n
=

−1 0 ,

∆v
v v

n
=

−1 0 .

The battery charge is known when the system is converted 
to ∆h at v = const and to ∆v at h = const. That is, in each state, 
the UAV has only two possible directions of control (Fig. 2).
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Fig.	2.	Illustrating	the	solution	of	the	graph	problem

To represent a solution to the problem, you should start 
from the end: all nodes (states) are marked with values of 
conditional (for a given node) optimal battery charge con-
sumption from this node to the end, and the conditional opti-
mal control of the UAV is marked with arrows. These actions 
in a simplified form demonstrate the considered solution 
procedure based on the Bellman equation [13].

On the way from the final state to the initial is the result 22.  
This result is the optimal charge consumption of the UAV 
battery. Moving along the arrows from the initial state to 
the final state, you can get unconditional optimal control for 
transferring the UAV to the desired mode of operation (shown 
by a double line).

That is, any problem that boils down to finding the 
minimum path on the graph can be solved by dynamic pro-
gramming.

4. 4. Bellman functional equation
The operation of any dynamic system can be represented 

as movement in phase space. This space of states of the system 
can be expressed by the coordinate vector: S = (ξ1, ξ2, …, ξL). 
And the management of the space of states, as noted in [3], 
can be step by step. That is, the process of controlling a com-
plex dynamic system will consist of m steps, and direct con-
trol takes place at any i-th step. As noted above, the winning 

function can be represented as ωi(S, Ui), S – the state before 
the i-th step, Ui – control in the i-th step.

It is worth remembering that the ωi(S, Ui) value must be 
known before the start of dynamic programming. If the state 
before the i-th step was S, and then some kind of control Ui 
was performed, then the state of the system will already be 
described as S ′ = ji(S, Ui).

However, this function should also be known. If they are 
not specified, they must be formulated. For example, enter 
the function of the conditional optimal win Wi(S). This win 
is a win in all stages from start to finish if the i-th step starts 
with state S.

The number in m steps is investigated. It is assumed that 
from the (i+1)-th step relative to the system, optimal control 
is performed. Then the winning value will be Wi+1(S ′). At the 
i-th step, arbitrary control Ui will be applied, then W Si ( ) is  
a suboptimal win. In order to get the optimal win from the 
i-th step to the end of the problem, you should change Ui so 
as to get the Bellman functional equation [13]:

W S S U W Si U i i i
i

( ) = ( ) + ′( ){ }+max , ;ω 1  ′ = ( )S S Ui ij , ;

W S S U W S Ui U i i i i i
i

( ) = ( )+ ( )






+

unknown known unknown

max , ,ω j1






.  (4)

To solve equation (4), actions begin to be performed from 
the end:

1) i = m:

W S S Um U m m
m

( ) = ( ){ }max , ;ω

2) i = m–1:

W S S U W S Um U m m m m m
m

− − − − −( ) = ( ) + ( ) { }
−

1 1 1 1 1
1

max , , .ω j

Thus, moving from the end to the beginning, the follow-
ing consecutive expressions can be obtained:

Wm(S), Wm–1(S), …, W1(S),

Um(S), Um–1(S), …, U1(S). 

Thus, the transition to the initial state W1(S), you can 
substitute S = S0 and W1(S0) = Wmax.

However, this is not the end of the task.
Now it is necessary to obtain unconditional optimal equa-

tions by way from beginning to end along a chain:

S S U S U S U

S U S U S U

= → ( ) = → ( ) =

= → ( ) = → ( )
0 1 0 1 0 1

1 2 1 2 1 2

* *

* * * *

,

, ,

j

j

which ultimately gives the optimal solution:

U U U Wm1 2
* * *

max, ,..., ; .

This approach makes it possible to consider applied 
technical problems, for example, the problem of designing 
a service-oriented network [18], developing a recommenda-
tion system for a bank or credit institution [19], personnel 
selection systems for many heterogeneous parameters [20], 
or developing a model for the spread of environmental pol-
lution [21, 22].

The computer experiment and research results were ob-
tained in the MATLAB package.
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5. Results of research on solving individual problems  
of service-oriented network development using  

dynamic programming

5. 1. Analysis ofthe possibilities of applying the Bell-
man optimality principle to solve the problem set

Using Table 1 and Table 2, it is possible to build a model 
for planning the purchase, replacement, and storage of sen-
sors in accordance with the algorithm for modeling dynamic 
programming problems:

1. The choice of how to divide the management process 
into steps.

The process of planning the purchase, replacement, and 
storage of sensors for n months makes it possible to consider 
it as an n-step process, that is, the number k of the step selec-
ted is the number k of the month k n=( )1; .

2. Selection of parameters that characterize the state 
of the system at the beginning of the k-th step and control 
variables in step k:

– Z – the initial state of the system – the level of stock of 
finished products at the beginning of the k-th month;

– jk – the final state of the system – the level of stock of 
finished products at the end of the pre-th month;

– X·k(Z) – conditionally optimal control at the k-th 
step – the volume of products produced per month k to en-
sure the minimum possible costs for purchase, replacement, 
and storage.

5. 2. Building a model of the optimal number of sensors 
of the monitoring system for warning of emergencies

For our task, the Bellman optimality principle can be 
formulated as follows: the optimal plan for the purchase of 
sensors for any month should have the property of optimality.  
Limitations should also be taken into account: the cost of 
purchasing, maintaining, and storing without taking into 
account how many sensors were purchased last month.

In this case, the objective function can be written as a sum:

F C x h jk k
k

n

= ( ) + ⋅( ) →
=

∑ min.
1

 (5)

The main recurrent ratio according to Bellman makes it 
possible to find conditionally optimal values of the objective 
function at some step with its conditionally optimal values 
known in the previous step.

Let F zk
* ( ) be the minimum (conditionally optimal) costs 

for the purchase and storage of products for the k-th month, 
provided that the level of sensor stocks at the beginning of 
the month is z.

The computational process is performed according to the 
reverse scheme (from end to beginning), taking into account 
that the total costs in the following months should be mini-
mal. Thus, the Bellman recurrent ratio is:

F z C x h j F jk x U k k k k
k

* *min ,( ) = ( ) + ⋅ + ( ){ }
∈ +1  (6)

where U is the set of values xk under the following conditions:
a) x Ak ≤  – you can purchase no more than A sensors;
b) z j Bk( ) ≤  – the stock of sensors cannot be more than 

the number B of places for these sensors in stock.
At the end of the period, the stock of sensors should not 

be more than 0, and in step k+l nothing is bought or stored. 
Then, for the last step, the Bellman equation for the problem 
will look like:

F z C x Fn x U n n
n

* *min( ) = ( ) + + ( ){ }
∈ +0 01

or

F z C xn x U n
n

* min .( ) = ( ){ }
∈

 (7)

And the level of stocks at the end of the k-th month will 
be equal to:

j z d xk k k= − + .  (8)

Conditional process optimization can be carried out 
sequentially for steps k, k–1, k–2, ..., 2, 1 using an optimiza-
tion Table 3.

Table	3
Optimization	Table	for	step	k

z⋅jk 0 1 … В F zk
*( ) X zk

*( )

0 xk Fk(z) xk Fk(z) … xk Fk(z) Fk
*( )0 Xk

*( )0

… … … … … … … … … …

В xk Fk(z) xk Fk(z) … xk Fk(z) F Bk
*( ) X Bk

*( )

The value of xk is the number of sensors purchased in 
the k-th month, determined from the formula of states (8):

x j z dk k k= − + .  (9)

When filling in the optimization tables, the fulfillment of 
the conditions of formula (6) should be taken into account.

In the problem that is analyzed, at least dk = 7 sensors are con-
stantly used monthly; respectively, formula (9) takes the form:

x j zk k= − + 7.

When optimizing the last step k = 6, the Bellman equation 
takes the form:

F z C x c x
x Un

6 6 6
* min .( ) = ( ){ } = ( )

∈

The peculiarity of this problem is that at the end of the 
planning period the number of sensors should be zero, that is, 
the final state at this step will be j6 = 0, and Table 3 will only 
have a zero column.

Then, step by step, the Bellman equation will look like:
a) k = 5:

F z C x h j F j
x U5 5 5 6 5

5

* *min ;( ) = ( )+ ⋅ + ( ){ }
∈

b) k = 4:

F z C x h j F j
x U4 4 4 5 4

4

* *min ;( ) = ( ) + ⋅ + ( ){ }
∈

c) k = 3:

F z C x h j F j
x U3 3 3 4 3

3

* *min ;( ) = ( ) + ⋅ + ( ){ }
∈

d) k = 2:

F z C x h j F j
x U2 2 2 3 2

2

* *min ;( ) = ( ) + ⋅ + ( ){ }
∈

e) k = 1: 

F z C x h j F j
x U1 1 1 2 1

1

* *min .( ) = ( ) + ⋅ + ( ){ }
∈
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Given that the number of sensors at the beginning of the 
research period is known and is z = 2, the optimization Table for 
the 1st step is also reduced, but to one line. By calculating the 
primary data, you can get the minimum cost of purchasing and 
storing sensors. And they amount to UAH 144 thousand.

For unconditional optimization of processes in the 
MATLAB package based on step-by-step tables, the calcula-
tion takes place from the end to the beginning, that is, from 
steps k = 1 to k = 6. The results were obtained that in order to 
achieve a minimum cost of UAH 144 thousand for the purchase 
and maintenance of sensors in stock for months, you should:

– in the 1st month, purchase 5 sensors, install 7 sensors;
– in the 2nd month, buy 7, install 7;
– in the following months – the same as in the 2nd month.
Control of calculations can be carried out using formula (5):

F C x h jk k
k

n

= ( ) + ⋅( ) =

= + ⋅( ) + +( )+ +( )+

+ +( )+ +( )

=
∑

1

19 5 0 25 0 25 0

25 0 25 0 ++ +( ) =25 0 144 c.u.

Now, with the help of an optimal program for buying and 
installing sensors, you can adjust the plan for the conditions of  
a variable number of sensor installations for the system (Table 4).

Table	4

Variable	number	of	sensors	by	month

n, month 1 2 3 4 5 6

dk, sensors that need to be replaced 2 5 4 6 7 4

As a result of the calculations, we obtain that in order to 
achieve an optimal plan for purchasing sensors for the system 
under the conditions of a variable number of sensors that need 
to be replaced, according to the developed model, it is necessary:

– in the 1st month, to purchase 0 sensors, replace 2 sensors;
– in the 2nd month, to purchase 5 sensors, replace 5 sensors;
– in the 3rd month, to purchase 4 sensors, replace 4;
– in the 4th month, to buy 6, replace 6;
– in the 5th month, to purchase and replace 7 sensors;
– in the 6th month, to purchase and replace 4 sensors.
In this case, the volume of costs will equal, according to 

formula (5):

F C x h jk k
k

n

= ( ) + ⋅( ) =

= + ⋅( ) + +( ) + +( ) +

+ +( )+ +( )+

=
∑

1

0 5 0 19 0 16 0

22 0 25 0 116 0 98+( ) = UAH thousand.

That is, costs are reduced by UAH 46 thousand or by 
31.9 %, which confirms the achievement of the goal of reduc-
ing the cost of maintaining sensors and makes it possible to 
offer an optimal maintenance plan for network sensors.

6. Discussion of results of the study of the peculiarities  
of solving individual problems of service-oriented 

network development

It is impossible not to agree with [16] that resource alloca-
tion is the most common operation. And this can explain the 
results obtained: it is possible to expand the understanding 
of the resource by the fact that it is not just a physical or ab-
stract quantity used to produce a useful product [17]. Based 

on the above task, the resource is time, warehouse area, that 
is, everything that makes it possible to optimize the work on 
the provision of services or the production of goods. This was 
considered on the example of optimizing the number of sensors 
by months when the number of sensors in stock is reduced to 
2–6 pcs., instead of the required 7 pcs.

This expansion of the understanding of the resource, con-
firmed by example (Table 4), makes it possible to change the 
view of Bellman′s equations and confirm the possibility of its 
application in the development of technical systems. This may 
be information technology for managing processes or complex 
systems. Given that the resource is always limited [16], the 
task is to distribute the resource between the individual ele-
ments of the system so that the total effect is maximum.

And taking into account [5, 15], it is possible to combine 
economic and technical approaches using the Bellman op-
timality principle [13], as was given when calculating both 
the required number of sensors and the cost of storing and 
maintaining these sensors.

The results of the example make it possible to assert that 
the initial amount of resources to be distributed is a finite value. 
However, a simple plan, without optimization, brings only stable  
costs with unstable sensor replacement. The resource used does 
not generate income, and costs are stable. This situation can be 
changed because each step works for the total gain [14]. The 
state of the system is the number of sensors before the first step. 
And from this, calculations are carried out simultaneously on 
the function of costs, and on the optimality of the work on the 
replacement of sensors.

The limitation of this task is that the presented task still 
partially remains economic. Because the resource is distribu-
ted by objects. For example, if we consider the distribution of 
resources between n objects, when a winning function is given 
for each object, then such a task is equivalent to the considered 
task of optimizing the plan for acquiring sensors in n steps. 
However, the latter makes a transition to the terms of refe-
rence – optimizing the action plan to replace sensors by months. 

The above problem can be considered as four subtasks that 
have their characteristics. In [6], the authors provide the best 
possible solution to individual problems by dynamic program-
ming, but not always the best solution is optimal for a specific 
applied problem. For example, conditional process optimiza-
tion (Table 3) can be carried out not sequentially, given that 
the sensors are replaced not one after another but depending on 
the characteristics of operation. Then, accordingly, there will be 
a replacement of steps and the result will be different. This is 
indicated in [5] at the level of the hypothesis. In this paper, this 
was confirmed and allowed us to prove our hypothesis.

It must be said that the above problem was solved by 
the graph method [6]. Similar to the above, Fig. 2 showed  
a graph where all sensors are indicated. The graph allowed 
us to confirm the results obtained, as well as to lay the foun-
dation for the development of research – the identification 
of exactly those sensors that need priority replacement. 
Because the latter was a lack of practical expectations of this 
approach. After all, in practical implementation, it is impor-
tant to perform work not only optimally but also in a timely 
manner and ahead of emergencies in the system.

7. Conclusions

1. It is revealed that using the classical Bellman equation, 
it is possible to solve problems of various technical directions, 
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recognizing as a resource what makes it possible in any way 
to optimize the work on the provision of services or the pro-
duction of goods. It is important to plan the action as an ele-
ment of some problem with the augmented state and extend 
this structure to other objects.

2. On the basis of the Bellman functional equation, a mo-
del of the optimal number of sensors of the monitoring 
system for emergency warning was built for the application 
of this model in the development of a service-oriented net-
work for warning about emergencies. As a result, not only an 
optimal plan for replacing the system sensors was obtained 
but also the possibility of significantly reducing the cost 
by 31.9 % for the purchase and storage of new sensors. In 
addition, the calculations allow us to offer an optimal main-
tenance plan for network sensors, if you solve the problem by 
the graph method.
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