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The development of technologies 
and computing resources not only 
expanded the spectrum of digital 
services in all areas of human activ-
ity, but also defined the spectrum of 
targeted cyber attacks. The object 
of the study is the process of ensur-
ing the safety of critical business 
processes that ensure the continui-
ty of production and/or functioning 
of the company/organization/enter-
prise as a whole. Targeted attacks 
are aimed at destroying not only 
the business structure, but also its 
individual components that deter-
mine critical business processes. 
Continuity of such business process-
es is a critical component of any 
company, organization or enterprise 
of any form of government, which 
critically affects the earning of prof-
its or the organization of production 
processes. The proposed concept of 
determining the security level of crit-
ical business processes is based on 
the need to use multi-loop informa-
tion protection systems. This allows 
to ensure the continuity of critical 
business processes through a timely 
objective assessment of the level of 
security and the timely formation of 
preventive measures. This approach 
is based on the proposed rules for 
determining the achievement of a 
given level of security, which are 
based on assessments of the integ-
rity, availability and confidentiali-
ty of information arrays, as well as 
computer equipment in relation to 
various points of the organization's 
business processes. The use of threat 
integration on the internal and 
external contours of the protection 
system allows to ensure the neces-
sary level of security and continuity 
of the production/technological pro-
cess of critical business processes. 
The proposed practical implemen-
tation of the system security level 
assessment system in the declara-
tive programming language Prolog, 
which allows to form requirements 
regarding the achievement of a given 
system security level depending on 
the state assessments of individual 
system components
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1. Introduction

Achieving the goals of their business by companies is 
possible only with the effective use of information technol-

ogy. The downside of this use is increased vulnerability to 
cybersecurity threats. Vulnerability identification and risk 
assessment strongly require an information security risk 
assessment. The data used for identification procedures is in 
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most cases uncertain, which makes it a challenge to identify 
risks and vulnerabilities. So-called “vulnerability identifi-
cation errors” can occur if false positive vulnerabilities are 
discovered or if vulnerabilities remain unidentified (false 
negative). “Clear identification” in this context means that 
all identified vulnerabilities do pose a security risk to the 
organization.

In order to identify vulnerabilities in the information 
security (IS) risk assessment, security experts analyze the 
organization’s assets. Due to the fact that the probabili-
ties, consequences, and losses of vulnerabilities cannot be 
accurately determined [1], methods such as brainstorming, 
checklists, scenario analysis, impact analysis, and cause 
analysis are used to identify vulnerabilities [2]. These meth-
ods use undefined input to identify a vulnerability. Howev-
er, it should be noted that business security needs are not 
properly considered; security checklists and standards used 
to identify vulnerabilities do not take into account compa-
ny-specific security requirements [3]. Further, increasing 
uncertainty is the intentional behavior of an attacker when 
exploiting vulnerabilities for malicious purposes. This is 
explained by the fact that predicting human behavior is as-
sociated more with existing vulnerabilities and their conse-
quences [4], rather than with preparation for future attacks. 
As a result, modern approaches identify risks and vulnerabil-
ities under conditions of a high degree of uncertainty, which 
can lead to errors [5, 6].

Thus, studies that are devoted to the formation of the 
concept of building a security system for critical business 
processes, which is based on a multi-loop security system, 
are relevant. Eliminating vulnerability identification errors 
can help reduce the security costs of ineffective security 
measures and demonstrate that business security require-
ments are met. 

2. Literature review and problem statement

An analysis of the main international standards [7–21] 
showed that the considered individual components of the in-
formation technology security assessment methodology are 
based on the security model – ensuring integrity, confidenti-
ality and availability (integrity-confidentiality-availability 
models). This does not take into account an integral com-
ponent of information flows – the authenticity service –  he 
state of information, which provides confirmation of the 
authenticity of the source (authorized user and/or process) 
of information. The lack of a synergistic approach to risk 
analysis, a unified methodology for assessing information 
technology security in standards does not allow timely 
development of appropriate policies, new approaches and 
measures to ensure information security. In addition, the 
formation of new systems based on the integration of var-
ious technologies (Internet of things, mobile, smart, etc.) 
allows the formation of cyber-physical (socio-cyber-physical) 
systems. As a rule, such systems are formed in various data 
processing environments (desktop, cloud technologies), in-
formation is transmitted via various channels (wireless, In-
ternet, mobile Internet channels), which requires the forma-
tion of multi-loop security systems. Thus, the imperfection 
of security mechanisms is based on the problem of objective 
risk analysis. In fact, risk is an integral assessment of how 
effectively existing protection tools are able to withstand 
attacks on critical business processes.

Despite the fact that many mechanisms and means of in-
formation protection have been developed, one of the highest 
priority tasks remains the task of evaluating the effective-
ness of the process of ensuring the security of cyber-physical 
systems critical business processes based on appropriate 
metrics. Among the most common security metrics are their 
following taxonomies: Vaughn-Hennig-Siraj, NIST STS822, 
OCIPEP, OCTAVE, CISWG, Erkan Kahraman. However, 
taxonomy data does not take into account the requirements 
for assessing the continuity of business processes, combining 
mixed (targeted) threats with social engineering methods, 
computational and financial capabilities of attackers. The 
paper [22] addresses the issue and presents the results of a 
thorough review of the scientific literature on the concepts of 
systems, infrastructure and management. The results show 
that concept building faces a common problem in describing 
its key elements, structures and processes due to their re-
cursive nature. The layered nature of critical infrastructure 
systems prompts management to systematically address 
the adaptation, emergence, and entropy properties that a 
complex system of systems exhibits. This confirms the need 
to form new approaches to ensuring the security of critical 
elements of the system’s infrastructure, including the conti-
nuity of business processes.

The analysis [7–23] confirms the fact that in order to 
solve the problems of ensuring information security, along 
with formal methods for modeling processes and evaluating 
the effectiveness of the functioning of security systems, 
it is necessary to widely use more diverse methods. Such 
methods include methods of decomposition and structuring 
of components of systems and processes, informal methods 
for evaluating the effectiveness of functioning and deci-
sion-making. This means that the apparatus of system anal-
ysis must be used at all stages of the life cycle of information 
security systems of critical business processes [22]. A special 
place in the development of information technology security 
assessment methodology is occupied by the ISO/IEC 15408 
standard “General criteria for assessing IT security”, “Gen-
eral criteria”. The standard defines general criteria that are 
used as the basis for evaluating the security properties of 
information products and technologies [7–9]. Common cri-
teria are aimed at ensuring the comparability of the results 
of assessments obtained by different experts by introducing 
a common set of requirements for the security functions of 
information technology products and systems, as well as 
for the indicators of these functions. Using the analyzed 
standard, it is possible to solve a specific applied problem 
of choosing the appropriate requirements and IT security 
indicators [22]. In addition, potential security threats from 
the Unified Criteria, namely integrity, availability, confiden-
tiality, are further proposed to be included as components 
in a new synergistic model of security threats. However, the 
proposed regulator has a significant drawback - the overload 
of the requirements base, which does not allow using small 
and medium-sized enterprises to ensure the security of 
business processes, does not take into account the hybridity 
of targeted attacks. The standards of the ISO 27XXX se-
ries [11–21] make it possible to form an information security 
management system, assess risks (computer incidents) and 
form security system mechanisms. However, the need to 
integrate security components is not taken into account: 
cybersecurity, information security, information security. In 
addition, they do not take into account changes in the threat 
vector, the formation of new (hybrid) cyber-physical systems 
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most of the available budget and achieve a balanced overall 
level of security, which should lead to the maximum return 
on investment. It is noted that many existing information 
security risk assessment approaches identify and assess risks 
to critical assets and are asset-centric approaches. They are 
limited in that it is difficult to track dependencies between 
assets and make realistic estimates of their value to the orga-
nization. The approach to security risk assessment presented 
in the paper is focused on business goals. Risks are identified 
and evaluated at the level of business processes and aggre-
gated across all such processes depending on their criticality, 
role and importance for the organization as a whole. At the 
same time, both assets and processes that support or con-
tribute to the achievement of the stated goals are practically 
not given due attention, which is a drawback of the proposed 
approach.

Reference [28] outlines the benefits of conducting a 
comprehensive risk assessment to help improve the effective-
ness of responses to potential threats. The ultimate goal is 
primarily to identify, quantify and control the main threats 
that hinder the achievement of business goals. As part of 
this approach, a detailed risk assessment for a particular 
organization is carried out. It includes a comprehensive lit-
erature review analyzing several professional opinions on 
current information security issues. As an example, a case is 
considered when five important assets were identified in the 
risk register in relation to their owners. The work is accom-
panied by a qualitative analysis methodology to determine 
the magnitude of potential threats and vulnerabilities. The 
comparison of these parameters made it possible to assess the 
individual risk for each asset, threat and vulnerability. The 
risk appetite assessment helped to prioritize and determine 
acceptable risks. From the analysis, it was concluded that a 
person poses the greatest threat to information security due 
to intentional / unintentional human error. Finally, effective 
controls based on defense in depth were developed to miti-
gate the impact of identified risks from the risk register. The 
disadvantage of the approach proposed in [28] is the empha-
sis on assets, and the business processes used by them remain 
in the area of attention.

In [29], a description of the approach based on the sys-
tematic calculation of ratings is presented, which are addi-
tionally supported by logical arguments and evidence. The 
procedure combines the results of a threat assessment, a vul-
nerability assessment, and an impact assessment to arrive at 
a risk score for each asset for a specific threat. It is proposed 
to assess the risk rating according to the following formula:

Risk_Rating(R)=Threat_Rating(T)×
×Vulnerability_Rating(V)×Impact_Rating(I).

It is expected that this systematic approach can assist 
decision makers in choosing a risk management strategy 
by ranking different threats according to their respective 
risk profile. Building a risk rating will allow to explore 
mitigation measures to reduce the risk to valuable assets 
and set a logical priority for implementation. In this paper 
business processes that use the corresponding assets are not 
considered, which should be considered a shortcoming of the 
proposed approach.

The paper [30] is focused on understanding the infor-
mation an organization owns and how it should be used to 
sustain the business. The development of this understanding 
should help to manage information assets through change 

(socio-cyber-physical systems), the synthesis of technolo-
gies, which does not allow taking into account the need to 
form multi-loop security systems.

Practice shows that today it is possible to clearly dis-
tinguish two main groups of methods for assessing security 
risks [15, 16, 18–20]. The first group of methods allows to 
set the risk level by assessing the degree of compliance with 
a certain set of information security requirements. The sec-
ond group of information security risk assessment methods 
is based on determining the probability of attacks, as well 
as the levels of their damage. In this case, the risk value is 
calculated separately for each threat and, in the general 
case, is presented as the product of the probability of a threat 
being realized by the amount of potential damage from this 
threat. The value of the damage is determined by the owner 
of the information, and the probability of the threat being 
realized is calculated by a group of experts conducting the 
audit procedure.

A distinctive feature of the methods of the first and 
second groups is the use of different scales to determine the 
magnitude of the risk. In the first case, the risk and all its 
parameters are expressed in numerical, that is, quantitative 
values. In the second case, qualitative scales are used.

Information security risk assessments are performed for 
risks identifying caused by vulnerabilities before they occur 
and to implement the required security functions. In [24] 
risk is defined as “the likelihood that a given threat will 
exploit the vulnerabilities of an asset or group of assets and 
thereby cause harm to an organization”. This definition of 
risk is standard, generally accepted and quite general. The 
disadvantage of such a definition of risk can be considered 
(for the purposes of this study) the absence of its specifica-
tion for the analysis of business processes being performed. 
A vulnerability can be defined as a “flaw” or weakness in 
a system’s security procedures, design, implementation, or 
internal controls that can be implemented (accidentally trig-
gered or intentionally exploited). Existing vulnerabilities 
can lead to security breaches or violations of system security 
policy [25, 26]. Here it is also necessary to clarify that the 
concept of vulnerability is also interpreted quite broadly, 
which makes it difficult to use it in the specific conditions of 
the functioning of the organization and its business process-
es. It should be noted that both the identification of informa-
tion security risks and the proposal of appropriate security 
measures depend on the accurate identification of vulnera-
bilities. Accurate identification in this context means that 
the identified vulnerabilities can actually lead to a security 
breach and pose a security threat to the organization. Vul-
nerability identification errors occur when a vulnerability 
is either misidentified (false positive) or unidentified (false 
negative).

As a first step in any information security risk assess-
ment, assets, threats, and vulnerabilities are identified ac-
cording to standards that define basic security concepts.

These standards propose procedures and methods (such 
as brainstorming, checklists, scenario, impact and cause 
analysis) for identifying threats and vulnerabilities. In ad-
dition, critical business processes and information assets 
must be identified to determine the value of each asset to the 
organization.

In [27], the allocation of critical business processes is 
justified by the fact that the limited budget for information 
security in organizations makes it necessary to effectively 
prioritize security requirements. The goal is to make the 
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effectively. The advantage of this work should be considered 
that, in addition to the definition of information assets, the 
need is stated:

‒ understand business motives and formulate business 
goals accordingly;

‒ understand business requirements for the use of infor-
mation;

‒ present the relationship between business requirements 
and information assets in a way that is consistent with the 
declared goals.

It is argued that the reasons or “driving forces” for the im-
plementation of the proposed approach may be different and, 
therefore, lead to different scales and goals. The scale can range 
from large-scale reviews of all organizational information to 
very focused assessments of specific changes in technology or 
business. It is stated that there are many benefits that can have 
a wide impact. These benefits include better change manage-
ment, better understanding of information risk, and identifica-
tion of potential savings and efficiency gains.

However, in this work, the emphasis is on information 
assets, while business processes, the implementation of 
which ensures the effective functioning of the organization’s 
business, are “left out”.

It should also be noted that the knowledge used by secu-
rity experts is uncertain. Hazards, incidents or consequences 
statistics are missing, incomplete or possibly incorrect often. 
In addition, the vulnerabilities documented in the knowl-
edge bases are not specific to the company’s operations and 
security needs, which can lead to both ignoring vulnerabil-
ities and identifying vulnerabilities that are not significant 
for a given organization.

Mistakes in identifying vulnerabilities can lead to un-
wanted losses on the one hand, and on the other hand, they 
can force a company to invest in security features that are 
not required. However, successfully and accurately identify-
ing vulnerabilities can make a company more cost-effective 
in terms of security spending. This can prevent loss of image 
and/or finances [31], and also help demonstrate compliance 
with business safety requirements.

[31] examines the relationship between the increase in 
the number of security breaches affecting organizations and 
the costs associated with such incidents in order to miti-
gate their consequences by assessing exposure to risk and 
direct investment in IT security. However, due to the lack 
of standardized costing methods, the task of quantifying 
the internal costs of security breaches, as well as the costs 
of managing them, is one of the challenges of security risk 
analysis. Due to the fact that companies count the time 
spent by employees in the process of recovering a damaged 
IT resource and downtime, the cost of security breaches 
and loss of productivity is inflated. For these reasons, [31] 
proposes an approach to measure the negative economic im-
pact associated with security incidents. The paper considers 
a method that involves the execution of alternative tasks 
that do not depend on the affected IT resources; therefore, 
employees’ time is not considered completely free, and hence 
the overall costs are reduced. It has been demonstrated that 
the proposed method yields a lower overall cost than the 
company method in calculating the costs of information 
security breaches by reducing downtime. At the same time, 
as components of costs associated with downtime in work, 
they are usually not taken into account at all. The results 
showed how recovery procedures are performed in case of 
information security breaches. In other words, the impact of 

changing the parameters of running business processes (ex-
ecution time and cost of performing a business operation) on 
the total cost of a business process has been demonstrated. 
However, consideration of information security violations 
from the point of view of business processes has not been 
explicitly performed, which, of course, should be considered 
a lack of work. The analysis [31] also leads to the conclusion 
that the business process model should provide for auxiliary 
operations that should be performed when the organization’s 
security is violated.

Traditionally, protecting information and identifying 
information security risks requires appropriate processes 
that use scanning tools to identify threats and vulnerabil-
ities. These methods use knowledge bases on security and 
vulnerability. The knowledge base can be either the security 
expert itself or any available sources that describe security 
best practices, security recommendations, or lists of vulnera-
bilities. However, these security knowledge bases are generic 
and not tailored to the security needs of a particular organi-
zation. However, accurately identifying vulnerabilities using 
this procedure is challenging, as it is nearly impossible to 
verify that all vulnerabilities have been correctly identified 
in a given environment.

The most popular and frequently used models based on 
the definition of risk as a threat are the following.

The model presented in [32] does not consider management 
as an element of the model; it also does not address security 
requirements that were not directly related to risks or assets.

The model [33] does not establish a link between the 
security requirement and asset control.

The paper [34] is devoted to the continuous analysis of the 
security of service-oriented systems during design and oper-
ation. Concepts and a process model are proposed for iden-
tifying security goals and requirements, assessing risks and 
documenting security measures. The purpose of the proposed 
concept is the ability to provide analysts with information 
about the security status of the system at any time during the 
design and operation processes. The main ideas are the inter-
connected identification and documentation of functional and 
security properties based on system models and a clear separa-
tion of business-oriented and technical information. It should 
be noted that the information used in the described approach 
is largely informal and non-executable.

In [35], a model based on the results of an exploratory 
qualitative study with the participation of experts is proposed. 
The purpose of the model is to identify potential rating vari-
ables that could be used to calculate a premium for insurance 
against cybersecurity risks. The proposed workflow involves 
conducting semi-structured qualitative interviews with a 
sample of 36 experts, followed by a set of indicators that are 
accessible and difficult to manipulate. The resulting set of 
indicators is then presented to the experts again to rank them 
according to their relative importance. The main disadvan-
tage of this approach is the use of expert evaluation with all 
difficulties and disadvantages arising from this.

The works [34, 35] are made by the same author and can 
be considered as a representation of the same model, but from 
different points of view. Because of this, in the future they 
are considered as a single model. A common disadvantage 
of this model is that there is no direct relationship between 
security controls, security requirements, and assets.

A common disadvantage of these models [32–35] is that 
they are based on the definition of risk as a threat and vulner-
ability and do not take into account the security requirements 
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for risk definition. Therefore, these models lack relationships 
between risk, controls, security requirements, and assets. In 
addition, different terminology is used for some concepts.

Considering the security controls needed to identify a 
vulnerability requires that the focus be on the relationship be-
tween security requirements, assets, vulnerabilities, and risks. 
The risk or vulnerability is mitigated by the implementation 
and proper functioning of the appropriate security function. 
If the security function is not fully or correctly implemented, 
the risk or vulnerability is not reduced ‒ the asset is at risk ‒ 
and security requirements are not met. Failure to comply with 
security requirements will indicate a vulnerability. Therefore, 
it is anticipated that explicit security requirements assessment 
can be used to resolve vulnerability identification errors (false 
positives and false negatives) once the security needs business 
vulnerabilities are identified. The analysis carried out showed 
the following. A significant drawback of practical methods and 
techniques for analyzing computer incidents and mixed cyber 
attacks is that they do not allow the formation of the necessary 
preventive countermeasures at the initial stages of analysis. 
This, in turn, does not allow the formation of multi-loop protec-
tion systems. In addition, the disadvantages are only qualitative 
assessments that do not take into account the need for the con-
tinuity of critical business processes, and do not allow assessing 
the physical (financial) damage from the loss of not only confi-
dential information, but also the suspension of critical business 
processes. Thus, an integrated approach is needed, which will 
allow forming the methodological foundations of the concept of 
determining the level of security of critical business processes.

3. The aim and objectives of the study

The aim of this study is to develop a concept for deter-
mining the level of security of critical business processes 
based on the paradigm: required security ‒ business security 
needs ‒ the identification of vulnerabilities in order to allow 
security experts to accurately identify vulnerabilities. Accu-
racy in this context means identifying flaws that could lead 
to a security breach or breach of security policy, and which 
thus pose a security risk to the organization. 

To achieve the aim of research, it is necessary to solve the 
following objectives:

‒ to form a concept for determining the level of security, 
which is based on the concept of a critical business process 
and takes into account the points of execution of this busi-
ness process;

‒ to form sets of rules for determining the achievability 
of a given security level, based on assessments of the integri-
ty, availability and confidentiality of information arrays, as 
well as computer technology relative to various points of the 
organization’s business processes;

‒ to develop a software implementation of a system for 
assessing the level of system security.

4. Materials and research methods

The use of the results of a quantitative risk assessment in 
the formation of an information security system (ISS) is due 
to several reasons.

Firstly, quantitative risk assessment allows to compare the 
benefits and costs of implementing GIS, thereby determining 
the effectiveness of investments in information security (ISec).

Secondly, many currently widely used standards in the 
field of information security and information technolo-
gy (IT) are based on a risk-based approach.

It is also worth noting that there is a successful risk 
management practice in other areas, such as economics and 
finance, politics, ecology, production, and industrial safety. 
This allows to integrate risk management processes in cer-
tain areas into a single enterprise risk management system.

One of the main problems of existing approaches is the 
difficulty in obtaining objective quantitative assessments of 
IS risks, which require a large amount of initial data. Pre-
dicting individual risk parameters with acceptable accuracy 
is a very laborious task, and it is difficult to obtain an accu-
rate quantitative estimate.

A significant influence on the formation of a list of criti-
cal business processes, which makes it difficult to create se-
curity systems, is exerted by the use of various technologies 
and elements within the framework of the integration and 
hybridity of technologies of socio-cyber-physical systems. 
Often, when assessing the risks that arise during the opera-
tion of an information system, causal relationships between 
identified risks are not taken into account.

An information system (IS) is understood as “a set of 
information contained in databases and information tech-
nologies and technical means that ensure its processing”.

Based on the definition and analysis of cyber-physical 
systems, the following types of components of modern 
hybrid/complex IS can be distinguished: information as-
sets (IA), software (SW), hardware (TS) and communi-
cation lines (CL). A structural diagram of the types of IS 
components is shown in Fig. 1.

Therefore, the set of IS components can also be repre-
sented as:

IS={IA, SW, HW, CC},			   (1)

where IA is the set of information assets, SW is the set of 
software; HW is the set of hardware; CC is a set of commu-
nication channels.

A destructive state is understood as an undesirable and 
unplanned state of an IS component in which it finds itself as 
a result of the implementation of one or more threats. During 
the analysis of various regulatory documents on information 
security, the theory of reliability and a survey of specialists 
in the field of IT and information security, the main destruc-
tive states were identified for each type of IS components:

1) information asset (IA):
– unavailable (accessibility violated);
– compromised (violated confidentiality);
– changed (integrity is broken);
2) software (SW):
– unavailable (failure occurred);
– hacked (unauthorized access (UA) obtained by an at-

tacker or user privileges increased);
– changed (unauthorized change of code and/or config-

uration);
3) technical tool (HW):
– unavailable (a temporary failure has occurred);
– inoperable (a failure has occurred requiring repair or 

replacement);
– lost (there was a loss or theft from the rightful owner);
4) communication channels (CC):
– unavailable (failure or failure has occurred);
– hacked (acquired UA by an attacker).
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A transition is understood as a change in the state of an 
IS component from normal to destructive as a result of a 
threat. The reasons for the transition of the IS component to 
a destructive state can be:

– the impact of the source of threats on the IS component;
– the completed transition of the associated IS compo-

nent to the destructive state.
The source of threats is understood as the subject of ac-

cess, a material object or a physical phenomenon that causes 
a threat to information security. The set of threat sources 
includes sources of four types:

ST={ND, TS, UV, IV },				    (2)

where ST are sources of threats, ND are natural and man-
made disasters; TS – technical means and systems; UV – un-
intentional violators; IV – intentional violators (intruders).

The study is based on information security models that 
describe the concepts used (e.g. assets, vulnerabilities and 
security requirements) in managing and assessing informa-
tion security risks. The subject of the research is the devel-
opment of the Concept for determining the level of security 
of critical business processes in the context of modern mixed 
cyber threats. The object of research is the process of ensur-
ing the security of critical business processes. 

Asset-related concepts describe critical assets and their 
security, while risk-treatment-related concepts describe se-
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Fig. 1. Structural diagram of the types of components of the information system
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curity solutions, requirements, and security features used to 
mitigate risks. The main trends and approaches to determin-
ing the level of security are demonstrated in Fig. 2.

To build an integral security system for hybrid informa-
tion systems, it is not enough to use only the principles that 
regulate in international regulators. An integrated approach 
is needed not only for the analysis of information assets, but 
also for the definition of critical (continuous) business pro-
cesses that ensure the achievement of the goals of the company 
and/or organization. This approach requires the consideration 
of new approaches based on the integration of known methods 
and methods for assessing risks and computer vulnerabilities, 

taking into account the synergy and hybridity of targeted 
threats to elements of the IS infrastructure. In addition, it is 
necessary to form new requirements for assessing the security 
level of hybrid ISs, which are not only logically but also phys-
ically separated in space, use different technologies, and form 
both cyber-physical and socio-cyber-physical systems. This 
approach to building cyber-physical systems requires building 
security systems for each of the circuits/systems. This creates 
the need for multi-loop security systems with an integrated 
approach that takes into account both individual threats to 
the loops (internal and external) and their synergy for the 
attacker to build mixed (targeted) attacks.
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Fig. 2. Basic approaches to information security risk management
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As a rule, when assessing security risks, after identify-
ing the assets, the threats that may arise are determined. 
However, there are problems associated with the fact that 
it is impossible to determine whether the lists of threats, 
vulnerabilities or security controls used are complete and 
comprehensive.

When determining “real” risks for a company, there are 
many uncertainties in assessing probabilities as risk values. 
To illustrate the challenges of assessing risk in an uncer-
tain environment, consider calculating the likelihood of a 
hypothetical encryption vulnerability on a web server. Let 
the web server need to determine the probabilities of the 
following outcomes:

‒ the offender exploits an encryption vulnerability in a 
web server;

‒ a hacker or criminal exploits an encryption vulnerability 
on a web server;

‒ a hacker or criminal will not be able to exploit any 
vulnerability.

More data is needed to determine the likelihood of 
detected web server threats and the parameters associated 
with this scenario need to be taken into account. The follow-
ing data should be identified in the probability assessment 
and assessed for their availability:

‒ the number of known exploits for the web server 
version;

‒ the number of unprotected exploits for the web server 
version;

‒ criticality of exploits;
‒ the level of detection of all vulnerabilities by an 

attacker;
‒ coefficient of successful use;
‒ number of users of the web server application;
‒ the ratio of friendly and malicious users accessing the 

web server;
‒ impact on controls.
From the data that is needed to determine the probabili-

ties, it is possible to form a diagram of dependencies between 
the parameters (Fig. 3), which can be used to estimate the 
probability.

Analysis of Fig. 3 showed that attackers accessing a 
website fall into two groups ‒ hackers and criminals. The 
sublevels below hackers and criminals are the same. Each 
was assigned a Vulnerability Detection Rate, meaning the 
likelihood that they successfully discovered vulnerabilities. 

The following is the ratio of exploited vulnerabilities. Only 
a few vulnerabilities can be exploited because they have not 
been fixed. The next level concerns whether the hacker/
criminal is capable of exploiting unprotected vulnerabilities. 
The last level of the tree is the likelihood that this vulnera-
bility will be exploited. Some vulnerabilities are likely to be 
exploited more than others. This example assumes indepen-
dence of variables (for example, hacker, criminal, encryption 
and SQL vulnerability). However, it is often difficult to 
determine whether the parameters are independent. This is 
due to the fact that it is necessary to know:

‒ the intentions of the attacker (for example, what is the 
difference between a hacker and a criminal);

‒ technical details of vulnerabilities (for example, details 
about encryption and a problem with SQL);

‒ environment (eg administrative and technical security 
functions applied);

‒ parameters and their relationship with each other.
Estimates for each parameter of the tree, obtained as a 

result of expert evaluation, are presented in Fig. 3. Most of 
the probability values in the dependency tree are only expert 
estimates that do not claim to be reliable. Rather, these arti-
ficial values are used to demonstrate how individual values 
affect the overall likelihood, and also to provide a statement 
about the likelihood of a hacker and a criminal using a web 
server.

Before presenting the detailed results of the probability 
score for a hacker and a criminal, one would expect the web 
server to be of medium risk. The results for probabilities 
since the start of this analysis are as follows:

‒ the offender uses an encryption vulnerability on the 
web server, probability=0.144 %;

‒ a hacker exploits an encryption vulnerability on a web 
server, probability=0.384 %;

‒ a hacker or criminal uses an encryption vulnerability 
on a web server, probability=0.528 %;

‒ a hacker or criminal will not exploit any vulnerability, 
probability=97.36 %.

Before defining risk based on security requirements, it 
is necessary to compare models to see if the relationship be-
tween risk and security requirements is defined. Before the 
comparison, it is necessary to give the basic definitions of the 
elements that will be used for an information security model 
based on these three models using similar terminology. The 
main definitions of the elements are as follows.
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Fig. 3. Dependency tree with the probabilities of the implementation of threats
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The security goal is determined by the business require-
ments that are affected by the risks. Business requirements 
describe security needs in terms of business operations, where 
a business operation is a set of activities that are defined and 
can be modeled as a business process. A security requirement 
is a refinement and additional specification of a security goal 
and represents constraints on the functions of a system where 
these constraints implement one or more security goals [19]. It 
is necessary to enter the following definitions:

– risk treatment is the process of selecting and imple�-
menting security functions to modify risk based on security 
requirements;

– security function is security requirements in the form 
of administrative, physical or technical controls and are 
applied to an asset in order to comply with a security re-
quirement;

– assurance is an assessment of the security function and is 
used to determine whether the security requirements are met;

– assuranceis an assurance that security features reduce 
risks to assets and that assets are protected as required;

– an asset may consist of hardware, software, informa�-
tion systems, or any physical means used to fulfill an orga-
nization’s business requirements. An information asset is a 
refinement of an asset that is made up of data;

– risk is a combination of a likely event and its impact, 
which can lead to a violation of safety objectives;

– an impact is an adverse change in an event that violates 
the safety objectives of an asset;

– an event is a threat that exploits a form of vulnerability;
– a vulnerability is a weakness in an asset or control as�-

sociated with a security objective;
– a threat is a potential attack or incident that could lead 

to an adverse impact on an asset;
– the business process model is a detailed description of 

the business process, including the activities, agents, arti-
facts, and roles involved in the modeling notation;

– an artifact is a product that was created or changed as 
a result of a technological action;

– a role is a set of actions that has been assigned to the 
participants in the process to determine the functional re-
sponsibility.

5. Results of the development of the concept of 
determining the level of security of critical business 

processes

5. 1. Formation of the concept of determining the level 
of security

The formation of the concept of determining the level of 
security is focused on eliminating the shortcomings inherent 
in the most popular and widely used models. For this pur-
pose, a comparative analysis of the models was carried out, 
the results of which are summarized in tables.

The elements that used in the most popular models [32–35] 
are compared in Table 1 with respect to the elements used in 
the extended information security model. The comparison 
shows that the models are built on the same basic principles. 
But the models lack elements such as assurances and busi-
ness requirements, which links security risk assessment to 
the realm of business process management.

Table 2 shows which links between risks/vulnerabilities 
and security objectives/requirements are present and which 
are not present in these models.

Table 1

Comparison of model elements and risk concepts

Model  
elements

Model [34, 35] Model [33] Model [32]

Threat Threat Threat Threat

Vulnerability Agent Vulnerability Vulnerability

Event Incident Event Not used

Impact Threat Impact
Likelihood and 
Consequence

Risk Threat Risk Risk

Risk treatment
Security 
solution

Risk treatment Not used

Element/Asset Model element Asset Asset

Security  
function

Security 
Control

Control
Security 
Policy

Security  
Requirement

Security  
Requirement

Security Re-
quirement

Security Re-
quirement

Security  
objective

Business  
Security  

Objective

Security  
criterion

Target of  
evaluation

Assurance Not used Not used Not used

Business re-
quirements

Not used Not used Not used

Business  
process  

modelling
Not used Not used Not used

Table 2

Comparison of the use of security requirements

Relations
Model 

[34, 35]
Model 

[33]
Model 

[32]

Risk to security objective ‒ + ‒

Risk to security requirement ‒ + ‒

Risk to business requirements ‒ ‒ ‒

Vulnerability to security objective ‒ ‒ ‒

Vulnerability to security requirement + ‒ ‒

A proposed method applies existing models such as 
information assets and security requirements to business 
process models (BPM). Business process models describe 
the actions of a process in an organization to achieve a 
goal. From BPM, information assets, participants, and 
computer system facilities for risk assessment can first be 
determined. The criticality of each information asset can 
be defined by business process objectives in the form of 
security objectives. After that, the security requirements 
specifying the security objectives can be identified and 
used to argue for the correctness of the procedure for cor-
rectly identifying vulnerabilities. Security features relat-
ed to business process activities that use an information 
asset are compared with security requirements to identify 
vulnerabilities. 

The proposed approach provides an assessment of 
security requirements within business process models 
to identify vulnerabilities, eliminate identification er-
rors (false positives, false negatives and true positives) of 
vulnerabilities, regardless of the business processes used. 
However, it should be noted that not all vulnerability 
identification errors can be eliminated by applying this 
approach. The difference between the proposed method 
and existing approaches lies in the explicit assessment of 
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security requirements in a business 
context (in business process mod-
els) to accurately identify vulner-
abilities. Eliminating vulnerability 
identification errors will reduce the 
amount of money spent on the im-
plementation of ineffective securi-
ty measures, which is the result of 
meeting business security require-
ments.

The concept of determining the 
level of security is based on an ex-
tended model of information secu-
rity (Fig. 4), based on the models 
considered earlier and representing 
these relationships.

The need to introduce an extend-
ed information security model into 
consideration is caused by the fact 
that none of the analyzed models 
considers the relationship between 
risk, security requirements, security 
controls and assets. This extended 
information security model proposes 
to consider risk in terms of security 
requirements because it provides a 
combined view of concepts related 
to risk, risk treatment, and security 
requirements.

This extended information secu-
rity risk model uses model elements 
and relationships between elements 
from the previously mentioned mod-
els. Rectangles are used to represent 
elements, and text-annotated arrows 
are used to describe relationships 
between elements. In the model that 
follows, adds elements for elements 
such as assurances, business requirements, and business 
process modeling that are not present in existing models. 
Labeled arrows between elements such as vulnerability and 
risk are added to describe the context of the relationship and 
to clarify the relationship between concepts related to risk, 
risk treatment, assets, and security requirements. Labels are 
used to describe relationships between elements.

Compared to existing models, this extended informa-
tion security risk model provides a combined representa-
tion of concepts related to risk, risk treatment, asset re-
quirements, and security, similar to models [32–35]. The 
difference is that risk treatment and asset-related concepts 
are linked through risk and security requirements, and 
not just through risk itself. Model elements such as risk, 
vulnerability, security objective, security requirements, 
security controls, and asset are linked together, showing 
that risks and vulnerabilities affect security objectives, 
security requirements, and assets. Models [32, 33] do link 
risks to security objectives and requirements, but they use 
this relationship to indicate that security requirements 
reduce risk and that the significance of the risk is deter-
mined by the security criterion. Models [36–38] associ-
ate threats with security requirements. This indicates a 
breach, but misses the link between security requirements 
and controls, and also lacks the concept of vulnerabilities 
in the model.

In the model [33], vulnerabilities and assets are linked 
through security policy to security requirements, but risk 
treatment concepts are not explicitly specified. The advanced 
information security model shows the impact of risks and vul-
nerabilities on security objectives, security requirements, and 
assets. That is why it can help to better understand the rela-
tionship between concepts related to risk, assets, security re-
quirements and risk treatment. Thus, it will allow for a better 
integration of these concepts into existing approaches to risk 
assessment. In addition, it is used as a basis for determining 
risk in terms of security requirements. This is made possible 
by the relationship between risk and vulnerabilities, security 
objectives and associated security requirements, and not just 
in terms of threats and vulnerabilities.

Taking into account the remarks made, it can be argued 
that the extended information security risk model is the basis 
for determining the risk in terms of security requirements. Fur-
ther, the definition of risk is developed based on the relationship 
between risk, vulnerabilities, goals and security requirements.

Risks and vulnerabilities violate security objectives arising 
from business requirements by failing to ensure the confiden-
tiality, integrity, and availability of information. This can be 
detrimental to the organization. In an extended information 
security risk model, this is depicted as a relationship, labeled 
“violating,” between a risk or vulnerability and a security goal. 
If a security requirement is not implemented, implemented 
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incorrectly, or not followed, it will adversely affect the 
security goal and ultimately business requirements. 
This is because security requirements refine the pur-
pose of security by defining the requirements for en-
suring the confidentiality, integrity, and availability 
of information. Therefore, non-compliance with secu-
rity requirements can be expected to be detrimental 
to the organization and therefore constitutes a securi-
ty risk to the organization as a whole.

The link between a risk or vulnerability and 
a security goal is that the former can violate the 
security goal specified by the security requirements 
and implemented through the security functions, 
thereby harming the organization. Therefore, risk 
can also be defined as “non-compliance with safety 
requirements that causes harm to the organization”. There-
fore, both a risk and a vulnerability can be identified by the 
deviation or non-compliance with the security requirements 
by the implemented security functions. Security functions 
are implemented by administrative, physical and technical 
controls that meet security requirements. This means that 
the correct implementation and operation of security func-
tions in relation to compliance with security requirements 
is key to preventing risk to the organization, as well as to 
identify risks and vulnerabilities.

Business process models can be used to assess risks, vul-
nerabilities, and security features that describe the operation 
and core values of an organization. Process actions describe 
what process participants or agents must do. An agent can 
be a person or a system performing an action. According 
to [39], business process models describe the processes of 
value creation in an organization and can be considered as a 
place where risks materialize, information is generated and 
security functions are performed.

It is the business process model that contains the in-
formation assets. Within a business process, information is 
processed to achieve the purpose of the process. The infor-
mation is used by the actors (e. g., people) and systems (e. g., 
application or network) of the process because such informa-
tion represents a business transaction. Information assets are 
subject to security requirements to ensure that the purpose of 
the process is achieved. The security requirements of an infor-
mation asset depend on the purpose of the business process, 
the context and significance of the information related to the 
company, product, service or person, and represent a con-
straint. The security requirements are implemented through 
the security functions for the information asset. Security fea-
tures provide protection in terms of confidentiality, integrity, 
and availability of an information asset. Security features 
such as authentication mechanisms ensure compliance with 
information asset security requirements (Fig. 5).

Information assets are key because, when processed in 
a business context, they bind business and security goals to 
their requirements and it is to them that security functions 
are applied. The correlation between information assets, 
business process models, security requirements, and security 
functions can be used in risk assessment to identify vulnera-
bilities. The security requirements can be assessed using the 
security functions applied to the information asset. The se-
curity of an information asset can be assessed in the context 
of a business process by the activities of the value-creating 
processes that use the information. By using these elements 
in an assessment, it can be ensured that the required security 
can be implemented and that the organization is not at risk.

The proposed security breach risk assessment approach 
uses correlations between security requirement elements, 
information assets, business process models, and security 
functions to identify vulnerabilities.

Initially, the list of information assets is formed on the 
basis of business process models (1). Information assets can 
be identified by information used in critical business pro-
cesses. Information assets are characterized by the security 
requirements that can be defined for them and represent 
constraints (2). Artifacts such as business process and secu-
rity objectives, security policies, or security best practices 
can be used to define security requirements. These informa-
tion asset security requirements are analyzed and evaluated 
in the process activities of the business process model (3) 
against the implemented security functions applied to in-
formation assets (3) to identify vulnerabilities (Fig. 5). To 
determine if the information assets are appropriate for the 
implemented security functions, the security requirements 
of the asset must be evaluated in each activity of the business 
process model where the information assets are used.

The benefit of evaluating information asset security 
requirements using a business process model is that the 
basis for the assessment-the security requirements that 
provide true value-is defined and explicitly evaluated in the 
operational business context. Assertion about the security 
of information assets can be provided by the results of risk 
assessment of processes and information assets, which show 
only really relevant vulnerabilities. This statement can be 
formulated as not only vulnerabilities are defined, but also 
security needs and the need to fulfill them. As a result, secu-
rity vulnerabilities and security operations can be identified 
more precisely than simply based on security best practices 
for any individual asset. In addition, interdependencies be-
tween information assets and/or processes can also be taken 
into account, since the security requirements of information 
assets are systematically assessed during the implementation 
of a business process. The difference from other approaches 
that use parts of business process models, information assets, 
or security requirements is that vulnerability identification 
for an information asset is based on an explicit assessment of 
the security requirements of the asset, taking into account 
the actions of business processes and the implementation of 
security functions.

The structure of the characteristics of security re-
quirements that define the security needs of an informa-
tion asset, taking into account the processing of infor-
mation, containers that process information, as well as 
the processes required for the security of containers, is 
presented in Table 3.
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Fig. 5. Correlation of concepts and the order of use of concepts
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Table 3

Security Requirements for Information Assets

Information 
asset

Security services
IT Security  
Processes

Processing

Data
Integrity, Confidentiality and 
availability security objectives 

rating.
n/a

Containers

Primary  
Systems

Integrity, confidentiality and 
availability requirements for 
the systems that processes 

information.

IT security pro-
cesses that ensure 

the security of 
systems.

Organization/
People

Integrity, confidentiality and 
availability requirements for 

the actors or the processes that 
handle the information.

IT security pro-
cesses that ensure 

security in the 
organization.

Environment/
Physical

Integrity, Confidentiality and 
availability requirements for the 
environment where the informa-

tion is physically available.

IT security process-
es that ensure se-
curity for facilities 
and the workplace.

Thus, to implement the proposed concept, it is necessary 
to determine not only possible mixed (targeted) cyber attacks, 
but also to form a set of rules for determining the achievabil-
ity of the required security level. This approach ensures the 
integration of preventive measures for possible computer inci-
dents/vulnerabilities, mixed (targeted) attacks, and will also 
automate the process of their formation, taking into account 
business goals. In addition, the proposed solution allows to 
create and take into account critical business processes, con-
duct modeling based on the Prolog program.

5. 2. Formation of a set of rules for determining the 
achievability of a given security level

The set of rules for determining the achievability of a 
given security level is proposed to be formed as follows. First 
of all, it is necessary to perform the identification of vulner-
abilities, which is performed as follows.

The first step assesses the degree of implementation of se-
curity functions at the processing level and their compliance 
with the security objectives of information assets (second 
step). The second step evaluates the infor-
mation asset containers (i. e., systems, actors, 
and environment) and security requirements.

Implemented security functions are evalu-
ated to determine conformity with the security 
objectives. However, before the security func-
tions can be assessed, it is necessary to determine 
where in the business process information assets 
are created, processed and transferred. These 
business process points are defined as entry 
points (EPs), processing points (PPs), and com-
munication points (CCs). Entry points (EPs) de-
scribe the actions by which available information 
is made available for processing by entering the 
system. Processing points (PPs) describe activ-
ities in which information is stored permanent-
ly in electronic form or modified (processed). 
Communication channels (CC) describe activi-
ties in which information is transferred between 
the activities of a process.

Information can be transferred across or-
ganizational boundaries, geographic locations, 

or across departments. EP, PP and CC can be identified by 
keywords (eg enter, process, save, send) of business process op-
eration descriptions. Entry points, processing points and com-
munication channels determine the input, storage, processing 
and transmission of information. Through these process points, 
the security objectives of processing an information asset are 
evaluated.

For each EP, PP and CC, the degree of implementation of se-
curity services (functions) (such as access control, authorization, 
data verification, communication, encryption, performance) is 
determined. These security functions are subject to evaluation 
because they are closely related to the security objectives by defi-
nition. For example, integrity concerns the protection of accura-
cy and completeness; therefore, access control, authorization, and 
data validation are checked to ensure integrity.

Confidentiality is concerned with preventing unautho-
rized disclosure of information, so access control, authoriza-
tion, communication, and encryption are checked to ensure 
confidentiality.

Availability means that the assets are available and 
therefore the implemented contingency measures and system 
performance are checked to ensure availability.

All possible ratings defined for access control (AC), au-
thorization (A), input validation (D), communication (C), 
and encryption (E) [38] are shown in Table 4. For each level, 
its rating and abbreviation are determined, for example. AC0 
means access control level 0; A2 stands for authorization lev-
el 2. After defining the implementation levels of the security 
function, it is necessary to determine whether the security 
objective of the information asset is met at each of the EPs, 
PPs and CCs where the information asset is used.

In the next step, the security function implementation 
rating for each EP, PP and CC is assessed against the in-
formation asset’s security objective level. The set of security 
functions is evaluated taking into account the action on the 
information and the security goal to be achieved. EPs are 
only evaluated for integrity through security, access con-
trol, and data validation features. PPs are evaluated based 
on integrity and confidentiality through security, access 
control, authorization, and data validation features. CCs are 
evaluated for integrity and confidentiality through the use 
of communication security and encryption features. 

Table 4

EP, PP and CC rating criteria

EP/PP measures CC measures

Access  
control& 

accountability

Authorization 
(access right)

Data input  
validation

Communica-
tion

Encryption

AC0: Unauthen-
ticated user

A0: none D0: None
C0: External 
unauthenti-

cated partner
E0: None

AC1: internal 
user

A1: Read D1: Manual
C1: External 

authenticated 
partner

E1: Weak 
encryption

AC2: authenti-
cated user

A2: Execute/process
D2: Downstream 

validation

C2: Internal 
network 
partner

E2: 
Standard 

encryption

AC3: System user A3: Write/update
D3: Value  

verification

C3: Internal 
authenticated 

partner

E3: Strong 
encryption

EP/PP security 
level

A4: Full control
D4: Value 

verification and 
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Availability is assessed for EPs, PPs, and CCs that use 
the systems, based on system performance and contingency 
measures taken. The evaluation of the security function im-
plementation rating against the information asset security 
objective rating is supported by a predefined set of rules for 
checking compliance. For example, an access control score 
in EP1 (entry point 1) evaluated as AC0 (access control 
level 0) is compared to the defined rules for security goal 
integrity level 2. Fig. 5 shows a fragment of a complete set 
of rules defined to ensure the integrity and confidentiality 
of security goals [40]. Scores for EP/PP and CC can be 
“good” (fair – requirements met), “poor” (not enough – 
requirements not met), “n/a” (not applicable), or “n” (un-
known – not rated).

The rules can be read as follows for the first level of 
integrity and access control to security functions (each cell 
represents one or more rules) (Table 5):

– AC0: If an EP is rated AC0, then the Data Entry Review 
score must be at least D2 for that EP. PP AC0 rating is ok;

– AC1 and AC2: If the EP is rated AC1 or AC2, the 
data entry validation rating must be at least D1. PP rating  
AC1/AC2 is ok;

‒ AC3: EP rating AC3 is acceptable. The PP AC3 
rating is ok.

The assessment of the integrity and confidentiality of 
information asset security objectives is based on the same 
security functions and follows the same procedure. Different 
categories such as “performance” and “measures” are used 
for the accessibility of a security goal. Scores how often 
accessibility requirements have been met in the past, with 
a performance rating. Implemented continuity measures 
are rated with a “measure” rating. The difference from the 
integrity and confidentiality assessment is that only system 
containers are considered in the availability assessment. 
Rule sets are not static and can be changed as required by 
company policy. The rules were defined using the knowledge 
of security experts and taking into account the dependencies 
of the security functions on the level of the security goal.

Table 5

Security goal rule set table (excerpt)

Security Objective
Integrity

Level 1 Level 2 Level 3

Access Control

Unauthenticated user AC0
EP and ≥D2 EP and D4 EP failed

PP PP and ≤A1 PP and ≤A1

Internal user AC1
EP and ≥D1 EP and ≥D2 EP failed

PP PP and ≤A2 PP and ≤A1

Authenticated user AC2
EP and ≥D1 EP and ≥D1 EP and ≥D2

PP PP and AS and≥D1 PP and (A3 or A4 and D4)

System user AC3
EP EP EP

PP PP PP

Authorization

None A0 PP PP PP

Read A1 PP PP PP

Execute/process A2 PP PP≥AC1 PP and ≥AC2

Write/update A3 PP and ≥D3
PP and D4 PP and (AC2 and D4)

AC2 and≥D1 AC3

Full control A4 PP and ≥03
PP and D4 PP and (AC2 and D4)

AC2 and D2 AC3

Data validation

None D0 EP failed EP failed EP failed

Manual D1 EP and ≥AC1 EP and AC2 EP failed

Downstream reasonableness validation D2 EP EP and ≥AC1 EP and AC2

Value verification D3 EP EP and AC2 EP and AC2

Value verification and completeness D4 EP EP EP and AC2

Communication

External unauthenticated partner C0 CC and ≥E1 CC failed CC failed

External authenticated partner C1 CC CC and ≥E2 CC and E3

Internal network partner C2 CC CC CC and ≥E2

Internal authenticated partner C3 CC CC CC

Encryption

None E0 CC failed CC failed CC failed

weak encryption E1 CC CC failed CC failed

Standard encryption E2 CC CC CC failed

strong encryption E3 CC CC CC
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In the next step, the containers of information assets (e. g., 
information systems, personnel, environment) are evaluated 
in terms of information asset security requirements. Security 
requirements for containers of information assets are evalu-
ated at each technological operation in which information is 
processed. This is done in the form of EP, PP and CC using 
information gathering methods such as on-site interviews 
and document reviews. The identified EPs, PPs, and CCs 
are evaluated by the security assessor based on evidence 
that the security requirements for the system, organization, 
or physical environment are met. This evidence may be 
obtained from the system configuration, system specifica-
tion, company security policy, technical documentation, or 
implementation examples. IT security processes are assessed 
through system testing, verification, and review of pro-
cess performance documentation. Assessing the IT security 
process helps identify technical issues and ensure safe op-
erations; it also defines an organization’s ability to detect, 
prevent, or mitigate security problems. The security of an IT 
process is determined by whether problems are identified in 
the implementation of the business process or not.

The next step is to specify the information asset security 
requirements. First, an appropriate security goal rating for 
integrity, confidentiality, and availability must be selected 
based on the information asset’s security needs. Second, the 
security requirements of the container must be specified; 
a description of what needs to be protected, as well as a 
specific implementation in the containers that process the 
information. The company’s security policy, organizational 
procedures, and security best practices can be used to iden-
tify and define security requirements.

5. 3. Software implementation of the system security 
level assessment system

The generated set of rules can be considered as the basis 
for the implementation of situational management of the 
security system, and in particular, the business process se-
curity management system [41, 42].

Dependencies between access control and authorization, 
as well as data validation in relation to input or processing of 
information, arranged in the form of a set of rules (Table 5), 
were implemented in SWI-Prolog to support automatic eval-
uation generation [43].

Prolog is a declarative programming language based on 
facts and rules. The procedures for working with them are 
implemented in the programming language itself and do not 
require programming costs. Prolog was also cho-
sen because it is possible to generate logical search 
specifications to determine when a security func-
tion implementation becomes true with respect to 
the security goal level. This characteristic of Pro-
log can also be used to determine what security 
functions are needed (if not known) to meet the 
security goal level. In addition, it is easily possible 
to change the rule base in Prolog or improve the 
rules as needed (for example, if additional security features 
need to be evaluated or if new facts are available). That 
is why Prolog is a suitable tool for the initial creation of a 
means of manipulating the properties of objects and relations 
between them, which is the main subject of our study.

The purpose of the Prolog program is to support auto-
matic evaluation of security goals. In Prolog, the logic of a 
program is expressed in terms of facts and rules. The pro-
gram begins with a request that the Prolog engine tries to 

satisfy by checking the available facts and rules. Facts and rules 
are the rules for determining the security goal presented earli-
er. For each security objective (integrity, confidentiality, and 
availability), a security rating (level 1–3) was assigned to EP, 
PP, CC facts. These facts are checked by Prolog rules to deter-
mine if the request is true. For rule set table rules representing 
a condition, a fact is used, for example, PP is ok (true) when 
the security function “authorization” evaluates to A0. When 
programming in Prolog, this is displayed as auth(a0). For rules 
that are a conditional statement, a fact with arguments is used, 
e.g. PP is ok (true) when the security feature “authorization” 
is rated A0 and “access” is rated AC1 ‒ auth_access(a0, acl). 
To represent dependencies between conditions in a conditional 
statement, rules were used to define integrity, confidentiality, 
and availability. In other words, both of the above facts are 
combined by a logical union (“and”, represented by a comma) in 
the rule: integ(A, Ac): auth(A), auth_access(A,Ac).

Prolog’s rules and logical conjunctions allow to combine 
facts and conditional statements. They can include or ex-
clude conditions or form a new condition. 

The program consists of three main parts:
‒ facts representing individual conditions for safety 

purposes and process points;
‒ evaluation rules for the safety of process points;
‒ interface for requesting information about the 

assessment required by the user.
The program starts by asking for a security goal as-

sess (X=confidentiality, integrity or availability) and its rat-
ing (Lev=level 1 to 3). The so(X, Lev) rule then queries the 
process point type (Pp=ep, pp or cc) and, depending on the 
security target entry, invokes the integ(Pp, Lev), conf(Pp, 
Lev) or avail(Lev) rule . With integ (Pp, Lev) and conf(Pp, 
Lev), the EP and PP security feature ratings are requested 
for access control (Ac=ac0 to ac3), authorization (A=a1 to 
a4) and data validation (D=d1 to d4). For CC, only ratings 
for encryption (E=e0 to e3) and communication (C=c0 to 
c3) are requested. With avail (Lev), the performance (P=p1 
to p4) and measures (M=m1 to m4) rating of the EP, PP and 
CC systems are requested. An entry can only be granted for 
one EP, PP or CC. Thereafter, depending on which security 
objective has been specified, the appropriate availability, 
integrity, or confidentiality evaluation rules are invoked 
on the process point type, as explained below. The program 
evaluates only one security objective for one process point.

A fragment of the program for implementing the request 
execution is shown in Fig. 6.

After the user has specified the security functions for an 
EP, PP, or CC, evaluation rules are called to evaluate wheth-
er the security goal is met.

Integrity is assessed for EP, PP and CC. To determine 
the integrity, rules were proposed, an example, one of which 
is shown in Fig. 7.

In the body of each of the rules, it is checked whether one 
variable or a combination of all variables is true with respect 
to certain facts. For example, for EP, it is checked whether the 

 

 
  

/*Assessment and query security objective and the 
security objective level */ 
assess:- write('Please type SO integrity, 
confidentiality,
availability:'),nl,read(X),write('Please type level 1 to 
3:'),nl,read(Lev),so(X,Lev). 

Fig. 6. Fragment of the program for implementing the security level request
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evaluation of the safety function Ac or D is true, or Ac and D are 
true. Lev contains the security goal level and is only used to dis-
tinguish between facts defined for different security goal levels.

Privacy is only assessed for PP and CC; EP is not subject 
to confidentiality requirements in terms of processing. An ex-
ample of a privacy definition record for a PP is shown in Fig. 8.

The main part of each rule tests whether one variable or 
a combination of all variables is true with respect to certain 
facts. For PP, whether the evaluation of the safety function 

Ac or A is true, or whether Ac and A are true at the same 
time. The Lev variable reflects the level of the security goal 
and is only used to distinguish between facts defined for 
different levels of the security goal.

Accessibility is assessed without distinction between EP, 
PP and CC and therefore directly on established facts. The 
avail_EPPPCC (Lev, P, M) rule checks performance ratings 
and measurements using the facts defined for the availability 
level. The Lev variable reflects the level of the security goal and 
is only used to distinguish between facts defined for different 
levels of the security goal. Certain facts describe the true in-
tegrity, confidentiality, and availability condition at EP, PP, 
and CC regarding the implementation of the security function. 
Facts are used by the evaluation rules to test the truth of a 
statement for EP, PP, or CC. Facts are arranged as follows:

Name_of_the_fact (Security objective level, security 
function rating).

The rating of the security function rule can be one or more 
arguments. An example of a fact description for indicating 
data integrity at an EP, depending on the level1 and d2 values 
specified in the security level request dialog, is as follows:

/*Facts for verifying integrity for EP*/ep_int_
data(level1, d2).

Thus, the proposed software product provides the pos-
sibility of modeling security services, taking into account 
the proposed concept of determining the level of security of 
critical business processes.

6. Discussion of the results of applying the concept of 
determining the level of security of critical business processes

The paper proposes an approach related to the joint 
use of security requirements and business process models. 
The security requirements reflect the security needs of the 
business and determine whether a given vulnerability poses 
a security threat to the business. Information asset security 
requirements are evaluated in the context of the business 
process model to determine if the security functions are im-

plemented and working correctly. The security requirements 
assessment considers systems, people, and the physical parts 
of business processes, as well as IT processes.

It is shown that risk assessment techniques can benefit 
from an explicit assessment of the security requirements in the 
business context during risk identification in order to eliminate 
vulnerability identification errors and determine the value of 
the security criterion.

To determine the security level of critical 
business processes, consider the block diagram 
of the concept, which is shown in Fig. 9. To 
identify threats and form multi-loop security 
systems, taking into account the integration 
of technologies and the formation of hybrid – 
cyber-physical/socio-cyber-physical systems, 
it is possible to use the classifier and expert 
evaluation proposed in [44, 45].

The security level assessment should take 
into account organizational, software, technical, 
informational, technological and even financial 
issues, providing a view of the risk on a com-

pany-wide scale. These components of the functioning of the 
organization can be combined within the business process 
model. So the block diagram of a business process reflects the 
technological aspects of the organization’s functioning, linking 
individual operations with "input-output" links. Such links in 
the proposed model correspond to connection points (CC). The 
business transaction itself is assigned a process point (PP). The 
business operation is executed based on the data received from 
the "control" input, which defines the normative basis of the 
process. The performer of a business transaction is identified by 
the "engine" input. Business processes as a whole are defined 
within the framework of the concept in the part "Formation 
of security contours", individual components – within the 
part "Assessment of the degree of implementation of security 
services". The task of the desired level of security for the entire 
system of business processes of the organization is carried out 
in the ″Evaluation of cyber threats″ part of the proposed con-
cept. Thus, within the framework of the proposed concept, the 
corresponding actions related to determining the achievability 
of a given security level are divided into levels of the concept.

As an example, a conditional example of making a pay-
ment in online banking is considered.

The use of the proposed concept begins with the definition 
of critical business processes (online payment execution pro-
cess). The following information assets are defined for the se-
lected business process: customer and payment data. Customer 
data is stored and processed, as well as payment data necessary 
for transactions. The criteria and indicators for identifying 
these information assets are decision points and actions in the 
process, such as “Enter personal and payment data”, “Verify 
personnel and payment data”, or “Save personnel, contract and 
payment data”.

The next step is to specify the information asset security 
requirements. First, an appropriate security goal rating for in-
tegrity, confidentiality, and availability must be selected based 
on the information asset’s security needs. Second, the security 
requirements of the container must be specified; a description of 
what needs to be protected, as well as a specific implementation 
in the containers that process the information. The company’s se-
curity policy, organizational procedures, and security best prac-
tices can be used to identify and define security requirements.

The security requirements defined for customer and pay-
ment data are presented in Tables 6, 7.

 

 
  

integ_EP(Lev,Ac,D):- (ep_int_data(Lev,D); 
ep_int_access(Lev,Ac); ep_int_data_access(Lev,Ac,D)). 

Fig. 7. Example of a rule for determining the integrity of the data of a 
security function

 

 
  

conf_PP(Lev,Ac,A):- (pp_conf_access(Lev,Ac); 
pp_conf_auth(Lev,A); pp_conf_access_au th (Lev, Ac, A)). 

Fig. 8. Confidentiality Rule for a Processing Point 



Eastern-European Journal of Enterprise Technologies ISSN 1729-3774	 1/9 ( 121 ) 2023

36

The degree of implemented security functions in the pro-
cessing of information and their compliance with the security 
objectives of information assets is assessed. Information asset 
containers (systems, actors, and environment) are evaluat-
ed based on information asset security requirements. The 
points where information assets are created, processed or 
transferred (business process points EP, PP and CC) are also 
defined. For each EP, PP, and CC, the extent to which the secu-
rity function is implemented (including access control, authori-
zation, data validation, and communication security) is defined.

Container security requirements are assessed in terms 
of security at each technological operation in which data is 

processed (points EP, PP, CC). Evidence of whether the se-
curity requirements for the banking system, organization, or 
cyber-physical environment are met can be obtained from the 
system configuration or specification, company security poli-
cy, process documentation, or other implementation examples.

A Prolog program is used to determine whether the 
required security level is reachable. An example of a dialog 
when determining the security level of the analyzed system, 
security functions, setting indicators for the analyzed busi-
ness process is shown in Fig. 10. As a result of the dialogue, 
a decision is formed on the possibility of achieving the speci-
fied security level with the value of the specified parameters.

ASSESSMENT DEGREE OF IMPLEMENTATION OF SECURITY SERVICES

ASSESSMENT OF CYBERTHREATS

Security level

CLASSIFIER OF THREATS TO 
CYBER-PHYSICAL SYSTEMS
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  Fig. 9. Structural diagram of the Concept for determining the level of security of critical business processes



37

Information and controlling system

Table 6

Customer data security requirements

Information as-
set: Customer 

data
Integrity Confidentiality Availability IT Security Processes

Processing

Data I-L2 C-L2 A-L3 n/a

Containers

Primary  
Systems

Address data has to be verified 
in the system. Data in the system 

should be protected against  
unauthorised access and  

modification. 192-bit AES  
encryption if data is transferred

Access should be given 
only to company  

people. Changes have 
to be logged

Within one 
business day

Access Management (authorizations). 
IT Security Management (Security of systems).  
Continuity management and Disaster Recovery. 

Change Management

Organization. 
People.  
Process

Personnel entering data should 
verify their entries as well as the 

data received

People of the  
departments should be 
aware of confidentiality

Core people 
within one 

business day

Access Management IT.  
Security training

Physical None
Documents should 
be locked away and 
disposed of securely

Within one 
business day

IT Security training. 
Facility Management. 

Continuity Management

Table 7

Payment data security requirements

Information 
assets: payment 

data
Integrity Confidentiality Availability IT Security Processes

Processing

Data I-L2 C-L2 A-L2 n/a

Containers

Primary  
Systems

Address data has to be verified 
in the system. Data in the system 
should be protected against unau-
thorized access and modification. 
192-bit AES encryption if data is 

transferred

Access should be given 
only to company people. 

Changes have to be 
logged

Within one 
business day

Access Management (authorizations). 
IT Security Management (Security of systems). 
Continuity management and Disaster Recovery. 

Change Management

Organization. 
People. Process

Personnel entering data should 
verify their entries as well as the 

data received

People of the  
departments should be 
aware of confidentiality

Core people 
within one 

business day

Access Management. 
IT Security training

Physical None
Documents should be 

locked away and  
disposed of securely

Within one 
business day

IT Security training. 
Facility Management. 

Continuity Management

 

 
  

Welcome to SWI-Prolog (threaded, 64 bits, version 9.0.3) 
SWI-Prolog comes with ABSOLUTELY NO WARRANTY. This is free 
software.
Please run ?- license. for legal details. 

For online help and background, visit https://www.swi-prolog.org 
For built-in help, use ?- help(Topic). or ?- apropos(Word). 

?- assess. 
Please type: integrity, confidentiality, availability: 
|: integrity. 
Please type level 1 to 3: 
|: level2. 
Please type ep,pp,cc 
|: ep. 
Access rating(ac0-ac3)? 
|: ac2. 
Authorisation rating (a0-a4)? 
|: a3. 
Data validation rating(d0-d4) 
|: d3. 

true . 

Fig. 10. An example of a dialogue with the program for setting the security level of the analyzed system and determining the 
possibility of its achievability
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Making a decision on the impossibility of achieving the 
desired level of system security with unsatisfactory param-
eters of the analyzed business process is shown in Fig. 11.

The research has some limitations, which are as follows.
Publicly available knowledge of threats and vulnerabil-

ities is needed to define and specify security requirements; 
if a particular threat or vulnerability is not well known, it is 
unlikely to be identified. This is because the security expert 
does not identify the vulnerability and therefore it may not 
be properly reflected in the security requirements specifi-
cation. The same is true for any procedure for identifying 
vulnerabilities, if the vulnerabilities are not known at all. In 
all methods, only known vulnerabilities can be identified.

Security requirements can be defined in general terms, 
but vulnerability identification will be more effective if 
security requirements are defined more precisely in terms 
of threats and vulnerabilities. Vulnerability identification 
depends on the precise definition of security requirements, 
which can be established by the business process owner or 
security expert. However, the proposed approach lacks a for-
mal process for checking the correctness and completeness 
of the specifications.

The business process models used for this approach must 
be accessible and up-to-date so that they reflect current 
business operations. However, if the simulated process does 
not match the business operations, the vulnerabilities may 
not be correctly identified. But when evaluating the discrep-
ancy between the process model and the current implemen-
tation, this will be pointed out.

However, despite these limitations, the automation of 
the security level assessment has a number of advantag-
es. First of all, errors associated with the application of 
the developed concept are eliminated. Also, the software 
implementation of the concept allows to repeatedly play 
situations related to changing the requirements for indi-
vidual components of the business process, obtaining an 
assessment of the achievability of the specified security 
level of the business process as a whole. Incorporating 
process points (EP, PP or CC), safety requirements and 
related evaluation results into the modeling process can be 
useful in several ways. First of all, to visualize the impact 
of vulnerabilities on the result of a business process or their 
impact on the actions of the assessment process, as well as 
for security analysis, allowing to identify weak links in the 
system under study.

An analysis of the practical implementation of the pro-
posed approach showed that in the conditions of synergy and 

hybridity of mixed threats, business goals, and assessment of 
critical business processes, it is possible to form multi-loop 
security systems. Thus, the relationship between business 

goals, objects/elements of the infrastructure of 
hybrid information systems, security services 
is objectively formed, taking into account the 
requirements of regulators, the goals and func-
tionality of the critical (continuous) business 
processes of the company/organization/enter-
prise. The main limitation is the integration of 
the proposed software solution into software 
applications that implement the analysis of com-
puter incidents and cyber threats.

7. Conclusions

1. Hybrid (cyber-physical/socio-cyber-phys�-
ical) information systems are boosted in the 

conditions of rapid development of computing resources 
and technologies, integration of various components of 
high technologies. This requires a new approach to pro-
viding not only security services, but also the multi-loop 
protection systems. The proposed concept of determining 
the level of security is based on the concept of a critical 
business process and takes into account the points of exe-
cution of this business process, as well as the hybridity and 
synergy of modern threats.

2. Sets of rules for determining the achievability of a 
given level of security based on estimates of the integrity, 
availability and confidentiality of information arrays, as 
well as computer technology relative to various points of 
the organization’s business processes, have been formed. 
This approach provides an objective link between business 
goals, infrastructure objects/elements of hybrid informa-
tion systems, security services, taking into account the 
requirements of regulators, the goals and functionality of 
critical (continuous) business processes of a company/organi- 
zation/enterprise.

3. A system for assessing the level of system security has 
been developed, implemented in the declarative program-
ming language Prolog, which, in dialogue with the user, 
generates a response on the achievability of a given level of 
system security, depending on the assessments of the state of 
individual system components reported to it.
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?- assess. 
Please type SO integrity, confidentiality, availability: 
|: integrity. 
Please type level 1 to 3: 
|: level3. 
Please type ep,pp,cc 
|: ep. 
Access rating(ac0-ac3)? 
|: ac0. 
Authorisation rating (a0-a4)? 
|: a0. 
Data validation rating(d0-d4) 
|: d0. 

false.

Fig. 11. Dialogue in case of receiving a decision on the impossibility of 
achieving the desired level of security
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