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Internet of things (IoT) becomes the most popular term 
in the recent advances in Healthcare devices.  The health-
care data in the IoT process and structure is very sensi-
tive and critical in terms of healthy and technical consid-
erations. Outlier detection approaches are considered as 
principal tool or stage of any IoT system and are main-
ly categorized in statistical and probabilistic, clustering 
and classification-based outlier detection. Recently, fuzzy 
logic (FL) system is used in ensemble and cascade systems 
with other ML-based tools to enhance outlier detection 
performance but its limitation involves the false detection 
of outliers. In this paper, we propose a fuzzy logic system 
that uses the anomaly score of each point using local out-
lier factor (LOF), connectivity-based outlier factor (COF) 
and generalized LOF to eliminate the confusion in classi-
fying points as outliers or inliers. Regarding human acti
vity recognition (HAR) dataset, the FL achieved a value 
of 98.2 %. Compared to the performance of LOF, COF, and 
GLOF individually, the accuracy increased slightly, but the 
increase in precision and recall indicates an increase in 
correctly classified data and that neither true nor abnormal 
data is classified wrongly. The results show the increase in 
precision and recall which indicates an increase in correct-
ly classified data. Thus, it can be confirmed that fuzzy logic 
with input of scores achieved the desired goal in terms of 
mitigating cases of false detection of anomalous data. By 
comparing the proposed ensemble of fuzzy logic and diffe
rent types of local density scores in this study, the outcomes 
of fuzzy logic presents a new way of elaborating or fusing 
the different tools of the same purpose to enhance detection 
performance
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1. Introduction

Internet of things (IoT) becomes the most popular term 
in the recent advances in Healthcare devices. Whereas the 
most common example of IoT in health care is remote mon-
itoring of patients, like IoT devices that collect patient data 
such as heart rate and biomarkers [1]. IoT devices offer new 
features for healthcare providers including accurate and in-
time patient monitoring and treating. In addition, various 
wearable monitors and sensors provide plenty of benefits and 
capabilities for healthcare providers and their patients. Basi-
cally, the applications of IoT in the medical field are remote 
patient monitoring like biosignals, depression and mood 
monitoring and human activity recognition (HAR). Reliable 
IoT technology in the medical field requires proper data 
transmission and addressing critical security challenges [2]. 

Healthcare data is very sensitive and critical and any 
distortion or malfunction in the transmitter and receiver 
may change or contaminate the diagnosis of the patients. In 
cases of cyber-attacks or the noise of the equipment and the 
surrounding environment, there will be anomalies or outliers 
in this data. Those anomalies must be detected accurately in 
the real-time or appropriate moment to prevent any serious 

consequences, the worst of which is the life of the monitored 
patient. The concept of anomaly detection includes a wide 
range of applications, such as outlier or novelty detection and 
intrusion detection [3].

Outlier detection approaches are considered as principal 
tool or stage of any IoT system [2] and are mainly catego-
rized in statistical and probabilistic, clustering and classifi-
cation-based outlier detection. Statistical methods rely on 
previously measured data to approximate the correct beha
vior model of the data such as the autoregressive and moving 
average (ARMA) prediction model, adaptive kernel density 
estimator (AKDE) approach and classification and regression 
Trees (CART) model where new data is compared to the pre-
viously generated model data. If the results show the statisti-
cal significance of the data is different, the new data is marked 
as an anomaly. The probabilistic method relies on distinguish-
ing outliers from normal or inlier data. If the probability is 
below a predetermined threshold, it is classified as abnormal. 
Outlier detection and classification during monitoring and 
detection of human activity using environmental sensors, 
wearable sensors, or both is still under development due to 
the prevalence and recent achievements in medical IoT and 
6G era communications. Clustering-based outlier detection 
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techniques or proximity-based method relies on the distances 
between the measured data to distinguish between outlier 
and inlier. Machine learning (ML)-based outlier detection 
is called usually a classification-based technique. Recently, 
the ensemble and cascade systems with other ML-based ap-
proaches were used to enhance outlier detection performance 
but its limitation involves the false detection of outliers [3]. 
Therefore, studies move forward to enhancing the ensemble 
approach for outlier detection that may decrease the false 
classification of outlier and increase performance accuracy. 

2. Literature review and problem statement

The paper [4] addressed the most well-known algo
rithms based on data convergence as the local outlier fac-
tor (LOF), K-means algorithm, distributed LOF Computing 
algorithm (DLC), ellipsoidal neighborhood outlier fac-
tor (ENOF), connectivity-based outlier factor (COF) and 
Local Correlation Integral (LOCI). The paper emphasizes 
the powerful of LOF performance. Research [5] suggested 
local outlier factor that measures the relevance of data its 
surrounding neighbors. This research provided a detailed 
formal analysis showing that LOF has many desirable prop-
erties, and careful performance evaluation of the algorithm 
confirmed that the local outlier detection approach using 
local factor can be practical. The result shows a good ability 
to detect outliers with an accuracy more than 70 % but the 
main limitation is the misclassification of important data as 
outliers. Paper [6] applied compute unified device architec-
ture (CUDA) to accelerate LOF. This paper showed a good 
increase in the performance in terms of elapsed time to exa
mine the data with a 20 % time reduction compared with nor-
mal execution. Paper [7] investigated the connectivity-based 
outlier factor method. The experimental results show that 
Gaussian-COF and Laplacian-COF are more effective in 
detecting anomalous data with an accuracy more than 82 %. 
The limitation of the proposed approaches is the margins of 
neighbors. Paper [8] illustrated the outlier detection based 
on machine learning (ML) and artificial intelligence (AI) 
techniques that are developed for years to support the reli-
ability of IoT, like support vector machine (SVM), logistic 
regression, K-nearest neighbors (KNN), tree-based methods 
and linear discriminant analysis (LDA). The paper [9] used 
one-class SVM (OCSVM) for outlier detection with an ac-
curacy of 82.39 % but still suffers from the low performance. 
Research [10] used fuzzy logic to detect outliers and ano
malous data based on specific fuzzy rules with an accuracy  
of 85 %. The main limit of this FL model is the missing and 
not addressed cases in the fuzzy rules. Research [11] used the 
FL system in ensemble system with other ML-based tools to 
enhance outlier detection performance, by using the FL stage 
to reduce the dataset size into features then using SVM for 
detection. The ensemble model showed an accuracy of 92.91 % 
because it has a narrow range of fuzzy rules to address. This 
model can be enhanced with a normalized value of FL inputs. 
In paper [12], FL is used in an ensemble system to evaluate 
many features of anomalous data, where the FL system 
uses Mahalanobis distance, fuzzy c-means (FCM), LOF, and 
Grubb test that indicates the presence of anomalies as inputs. 
This methodology leads to accuracy of 91.05 %. In this study, 
different ranges in FL’s input are considered a challenge. 
In [13], authors proposed a two-stage cascaded OCSVM 
for water level monitoring system. In the first stage of the 

cascade model, OCSVM directly examine the (1–g) observa-
tion at a time point and detect the anomalies. In the second 
stage, OCSVM learns from n-gram feature vectors built on 
previous data to discover collective anomalies. Experimental 
results show that the proposed model can effectively detect 
anomalies and cluster anomalies with F1 score of 99 %. This 
study suffers from multi cascade steps that may leads latency 
in performance.  Paper [14] proposed an anomaly detection 
method using cascade K-Means clustering and C4.5 decision 
tree method. The k-means clustering method is first used to 
split the training instances into k clusters using Euclidean 
distance similarity. The decision tree for each cluster adjusts 
the decision boundaries by learning the subgroups within the 
cluster. The proposed cascade model shows 95.8 % of accuracy 
and 95.6 % of precision. The decision tree model has a compli-
cated architecture and is not easy to estimate anomaly score 
and use it with another approach within the same ensemble.

The cascade models for anomaly detection seem to be 
a reliable development either [13, 14]. They depend on as-
signing a score to each point to distinguish the anomalies 
within the data. The latest review [4] highlights the chal-
lenge of confusion in differentiating between critical status 
between outlier and inlier. This case of detection confusion 
varies among implemented algorithms and data structures. 
On the other hand, fuzzy logic is used as an aggregation tool 
to combine the results of many classical and ML-based tools 
in detecting outliers [12]. In contrast, the inputs for FL came 
from different approaches with different ways of detecting 
outliers. So, it’s better to propose an FL system that uses in-
puts from different sources of anomaly detection tools but are 
similar in terms of outcome types and outlier scoring.

3. The aim and objectives of the study

This work aims to investigate the methodology of em-
bedding different algorithms of outlier detection into one 
ensemble with fuzzy logic, where the input of FL will be more 
precise and comes from the same scoring models regarding 
anomaly detection models. Accordingly, this study comes 
to investigate the impact of local factor score on designing 
a decision-support system for anomaly detection. 

To achieve this aim, the following objectives are accom-
plished:

– to propose a fuzzy system that uses the anomaly score of 
each point using LOF, COF and generalized LOF to eliminate 
the confusion in classifying points as outliers or inliers using 
the human activities dataset;

– to examine the proposed approach on the physical ac-
tivity monitoring dataset;

– to compare the proposed approach with different mo-
dalities. 

4. Materials and methods of research

4. 1. Objective and hypothesis of the study
The methodology in this study relies on obtaining data 

outliers within the local density and assign scores to outliers 
and inliers using LOF, COF and generalized local outlier 
factor (GLOF) methods then assign them as inputs to fuzzy 
logic. The proposed FL relies on three input scores, fuzzy 
inference mechanisms, and available fuzzy rules to discuss 
the state of available data scores and distinguish between 
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complete/semi-outlier/inlier data. The actual advantage of 
replacing the direct evaluation of the LOF score with a fuzzy 
logic system is that it provides a mechanism to evaluate, de-
cide and determine the exact state of small or confusing cases.

4. 2. Data collection
The human activity recognition (HAR) dataset includes 

continuous recordings of the human activities of 30 partici-
pants. The ages of participants range between 19 and 48 years. 
The recorded activities include 6 types like gait cycling (walk-
ing and walking upstairs/downstairs). The dataset contains 
561 features estimated from the gyroscope and accelerometer 
recordings. The data set includes 10299 samples [15]. The 
time length of data differs according to activity types where 
standing/sitting/laying has 15 seconds time length and walk-
ing downstairs/upstairs has 12 seconds of signals. The HAR 
features are estimated using Body/Gravity/Body angular 
acceleration, jerk and magnitude.

The Physical Activity Monitoring (PAMAP2) dataset 
is built based on recordings of 18 different physical activi
ties (gait cycling and movement: stand, lie, sit and walk; 
sport: run, Nordic walk, cycle, iron, rope jump and play soccer; 
daily activities: vacuum clean, ascend, descend stairs, watch 
TV, computer work, drive car, fold laundry and clean house)  
over 10 hours. The dataset is built using a heart rate monitor 
and inertial measurement units (IMUs) [16]. The recordings 
are built using 3 sensors on 3 different body positions. The 
first sensor is an IMU unit for a chest sensor fixation and the 
heart rate chest strap. The second IMU sensor is placed on the 
wrist, and the third IMU sensor is placed on the ankle.

4. 3. Estimating anomaly score using local outlier factor
The Local External Factor is an algorithm used to detect 

anomalies with an unsupervised approach. LOF differentiate 
between inlier and outlier by calculating the distance between 
the evaluated point and the local density of the field. LOF 
depends on the deviation of local density between examined 
point and its neighbors. So for each data point, the local densi-
ty can be calculated by estimating the distances between close 
data points (k-nearest neighbors). Through these densities, 
normal and anomalous neighbors can be identified and detec
ted, where the points with lower densities are outliers and 
vice versa. LOF procedure is summarized as follows [4].

First, for each point, there are k distances used to deter-
mine its k-nearest neighbors. K-distances are the distances 
between a point and its possible neighbors. The reachability 
distance refers to the maximum distance between two points 
and the k-distance for that point. The reachability distance 
is calculated for each k distance. As shown in (Fig. 1), O is 
the point in the center and P1 is a point close to it. The local 
reachability density (LRD) for that examined point is given 
by the following:
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where d is the Euclidean distance.

 
Fig. 1. Scattered points with different types of distances 

according to Local outlier factor method

The local reachability density refers to the density of 
the nearest points around a point that is calculated using all 
reachability distances for all k nearby points. The closer the 
points shows the lower distance and greater density. The final 
local outlier factor is calculated by the following:

LOF P
LRD O

N A LRD Pk

kB N A

k k

k1
1

( ) =
( )

( ) ( )
∈∑ ( ) ,	 (3)

where the LOF expresses the mean ratio of the LRDs from 
k number of neighbors for a point O and the LRD for point P1.

4. 4. Estimating anomaly score using connectivity-based 
outlier factor

COF is an anomaly detection technique and an im-
proved version of LOF technology. COF approach depends 
on assigning an anomaly score for each data point. A high 
COF score of point refers to the high probability of being an 
outlier. Basically, consider the spherical distribution of data 
points, but COF deals with a linear distribution. Briefly, the 
COF score of point P1 is calculated based on the distance 
function [17]:
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where dist(ei) represents the ambient distance with edge 
points. Accordingly, the COF score equals the ratio mean 
distance of points x with its neighbors and the mean distance 
of x’s neighbors’ records which represents the chance to be 
an outlier.

4. 5. Estimating anomaly score using generalized local 
outlier factor 

The GLOF measures the probability of point p being  
an outlier. GLOF uses the local density of point p and k-nea
rest neighbors to measure the likelihood of being an outlier.  
As a numerical value, if point p has a lower density than 
k-nearest neighbors, point p is more likely to be an outlier. 
Full mathematics and equations are described by [18]. The 
final estimated formula for the GLOF score of point p was 
expressed by the following:
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where PM(p, x) is the power means of point p with respect  
to x (arithmetic, geometric and harmonic means) and ard 
stands for the average reachability distance of point p.

4. 6. Anomaly detection using fuzzy logic
Fuzzy Logic is used as a decision support and validation 

tool by using the output of LOF, COF and GLOF. The purpose 
of FL is to re-classify points to outlier or inlier if one of the 
three outlier detection models has a different classification. 
Accordingly, the proposed FL system consists of three inputs 
and one output as shown in (Fig. 2). All programming and com-
putational implementation are carried out using MATLAB  
with Fuzzy logic Toolbox (MathWorks, Natick, MA, United 
States) [19]. The programmatic implementation is carried on 
using a laptop with an i7-7300U CPU@ 1.90 GHz, 2494 MHz, 
2 core(s) CPU Intel(R) core. A Mamdani type-FL is used 
to initialize the FL system, where the main components and 
stages of the FL structure are as follows.

 

Fig. 2. Proposed fuzzy logic system for final evaluation

Fuzzification: It is used to convert three inputs (degree 
of being outlier or inlier) into fuzzy sets. The outputs of LOF, 
COF and GLOF represent the outlier score of each evaluated 
data. The output of each method is mapped between. The 
four membership functions of each input divide the input 
value into four main fuzzy sets using trapezoidal and triangle 
functions with the following labels: Completely Inlier (CI), 
Semi Inlier (SI), Semi Outlier (SO) and Completely Out-
lier (CO) as shown in (Fig. 3) for «LOF» input. The three 
inputs have the same membership structure and ranges after 
mapping their values. The output represents the final classi-
fication of data type using the same membership functions.

 
Fig. 3. Membership functions of input «LOF»

Rule base: It contains the set of and/or rules and the IF-
THEN conditions that include the most occurred events and 

most cases based on input and prospective output. Mainly, the 
fuzzy rules address the different values of input or simply give 
a final decision (outlier or inlier) when facing different values 
from the three inputs. The fuzzy rules aim to eliminate the 
confusion of different outputs between LOF, COF and GLOF. 
The following fuzzy rules are samples of initialized fuzzy sets:

1. If LOF is CI and COF is CI and GLOF is CI then 
output is CI.

2. If LOF is CO and COF is CI and GLOF is CI then 
output is SO.

3. If LOF is SO and COF is CI and GLOF is CI then 
output is SI.

Inference engine: is responsible for processing and im-
plementing the fuzzy rules numerically and getting the final 
fuzzy results. The processing contains implications from the 
antecedent to the consequent in rules then the aggregation 
of the consequents across the rules. FL parameters using 
MATLAB include «min» function as AND method, «max» 
function as OR method, «min» as implication function and 
«max» as aggregation method.

Defuzzification: this is the last step of the fuzzy inference 
system where we convert fuzzy results into original format 
or range (outlier or inlier). For the defuzzification process, 
the «centroid» that depends on the center of gravity is used.

4. 7. Evaluation metrics of detection performance
For an efficient the performance of anomaly detection 

approaches, various metrics is measured using true/false 
positive and true/false negative labels. The ground truth for 
anomaly data is determined by manual evaluation and anno-
tation of outliers on a feature-by-feature basis. The three met-
rics are accuracy (ACC), recall (ReC) and precision (PRE):

accuracy
TP TN

TP FP TN FN
=

+
+ + +

, 	 (7)

recall
TP

TP FN
=

+
, 	 (8)

precision
TP

TP FP
=

+
, 	 (9)

where true positive (TP) refers to the correctly detected data 
as an outlier, false positive (FP) refers to the wrongly detec
ted data as an inlier, true negative (TN) refers to the correctly 
detected data as an inlier, and false negative (FN) refers to 
the wrongly detected data as an outlier. 

5. Results of fuzzy logic-based outlier detection

5. 1. FL-based outlier detection using human activity 
recognition dataset

The HAR data are evaluated using LOF, COF and GLOF 
separately and then the result of each model was used as 
input to the FL system. Outlier detection results show the 
ability to improve detection by significantly increasing both 
precision and recall with values of 92.5 % and 94 %, respec-
tively (Fig. 4).

In terms of accuracy, the FL achieved a value of 98.2 %. 
Compared to the performance of LOF, COF, and GLOF in-
dividually, the accuracy increased slightly, but the increase 
in precision and recall (Fig. 4) indicates an increase in 
correctly classified data and that neither true nor abnormal 
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data is classified wrongly. Thus, it can be confirmed that FL 
achieved the desired goal in terms of mitigating cases of false 
detection of anomalous data.
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5. 2. FL-based outlier detection using physical activity 
monitoring dataset

The PAMAP2 data are evaluated using LOF, COF and 
GLOF separately and then the result of each model was used 
as input to the FL system. Outlier detection results in this 
type of data also showed the ability to improve detection 
by significantly increasing the accuracy, precision and recall 
with values of 88.2 %, 87.6 %, and 87 %, respectively (Fig. 5), 
where the comparison shows a significant increase in detec-
tion efficiency compared to the performance of LOF, COF, 
and GLOF individually, which did not exceed 83 %. 

88
.2

0%

87
.6

0%

87
.0

0%

80
.5

0%

79
.0

0%81
.0

0%
80

.2
0%82

.5
0%

81
.5

0%

82
.1

0%

   
  8

3.
00

%
81

.0
0%

Accuracy Precision Recall

Physical activity monitoring dataset

FL LOF COF GLOF

Fig. 5. Outlier detection using physical activity 	
monitoring dataset

An increase in accuracy and other measures (Fig. 5) 
reflects the increase in the proportion of correctly classified 
data to the proportion of incorrectly classified data. The 
PAMAP2 data also show the ability of fuzzy logic to mitigate 
the error rate in detecting outliers by taking advantage of the 
score variance for each of the three primary methods.

5. 3. Comparison with different approaches
Based on related research work, including ML tech-

niques based on data convergence in separating data using 

variable vector like OCSVM method [20] and Ramp loss 
based robust one-class SVM (ROCSVM) [21]. The results 
of the anomaly detection test in the HAR data show the 
ability of the proposed FL model to give better accuracy of 
98.2 % (Fig. 6) because the fuzzy logic is able to take advan-
tage of the varying anomaly score values resulting from LOF, 
COF and GLOF.
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Fig. 6. Comparison of outlier detection accuracy 	
with different approaches

This result reflects the ability of fuzzy logic to reduce or 
eliminate detection of misclassified or anomalous data by im-
proving accuracy, precision, and search metrics of the dataset 
under investigation.

6. Discussion of the outlier detection results  
of the proposed system

Outlier detection and classification, during monitoring 
and recognition of human activities using ambient sensors, 
wearable sensors or both, are still under development and dif-
ferent methodologies as novel tools or ensembles of multi-ap-
proaches have been suggested [22]. The proposed methodo
logy in this research depends on taking advantage of the data 
anomaly scores within the local density through the LOF, 
COF and GLOF methods between outlier and inlier and 
using them as an input for the fuzzy logic. The FL depends 
on the three input scores, the fuzzy inference mechanism and 
the available fuzzy rules to discuss the state of the available 
data score and distinguish between completely/semi outlier/
inlier data. The actual benefit of replacing direct evaluation 
of the LOF score of the data with a fuzzy logic system that 
provides a mechanism for discussing and deciding the data 
to determine its exact state for small or confusing margins. 
Results provided using HAR data (Fig. 4) and PAMAP2 
data (Fig. 5) show that fuzzy logic can achieve the expected 
goal by increasing the precision and recall values compared 
to the performance of each anomaly detection method indi-
vidually. The methodology of using FL as an evaluation tool 
for the output score of mathematical methods shows a very 
promising method, where the use of this principle can be 
extended to include the output of available methods such as  
OCSVM and its new versions [20, 21] as FL input. Fuzzy lo
gic can also be combined with improved neural network-based 
detection techniques [8]. Compared with [20, 21] (Fig. 6) 
ensemble of scoring models with FL showed a clear increase 
in accuracy from 78 % to 98 % which reflects the ability of 
fuzzy logic to reduce or eliminate detection of misclassified 
or anomalous data. The proposed method of elaborating FL 
with available anomaly metrics is considered as a new imple-
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mentation of what was proposed in [11, 12] in terms of using 
fuzzy logic as an evaluation tool for outliers and anomalies in 
terms of using several parameters and measures as additional 
input for FL. The ensemble of OC-SVM, LOF, iForest and 
robust covariance estimation (RCE) has a reliable impact 
on detection accuracy with value of 97.18 % [23]. Compared 
with the proposed ensemble of fuzzy logic and different types 
of local density scores in this study with accuracy of 98.2 %, 
the fuzzy evaluation presents a new way of elaborating or 
merging the different tools of the same purpose to enhance 
detection performance. Compared with the usual implemen-
tation of FL using direct input like sensor recordings [10] or 
density- and distribution-based features [12], the proposed 
method presents more coherence features collection for FL 
and had a fixed range of values. In contrast, the only limi
tation of the proposed FL-based approach is the structure 
of membership functions and fuzzy rules which still need 
some improvement to address and handle some unpredicted 
conditions like critical scores and undefined ranges of values. 
The proposed work would be more efficient and applicable 
for datasets with numerical records because the fuzzy rules of 
this work depend on the data structure. Moreover, the score 
values of LOF, COF and GLOF may exceed the supposed nu-
merical range and may lead to some problems with execution. 
Accordingly, fuzzy logic’s input structure must be adapted 
based on analyzed data. Future work will include using some 
improved ML-based approaches to include more parameters 
as inputs and extending FL’s membership structure and fuzzy 
rule set accordingly. 

7. Conclusions

1. The proposed FL-based approach using the human ac-
tivity detection dataset significantly improved both accuracy 

and recall with values of 92.5 % and 94 %, respectively, reach-
ing an accuracy of 98.2 %, indicating that It shows the ability 
to improve outlier detection. The results show that fuzzy 
logic can achieve the expected goals by increasing precision 
and recall values compared to the performance of individual 
anomaly detection methods. 

2. Regarding the physical activity monitoring dataset, 
outlier detection results for this type of data also showed the 
ability to improve detection by improving accuracy, precision 
and recall with values of 88.2 %, 87.6 % and 87 % showed.

3. This paper presents an ensemble approach using avail-
able tools to detect anomalies and outliers based on the local 
density principle, and refine the resulting anomaly scores as 
inputs to a fuzzy logic system. This result reflects the ability 
of fuzzy logic to reduce or eliminate misclassification or de-
tection of anomalous data by improving accuracy, accuracy, 
and search metrics of the investigated data set. 
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