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One of the difficult problems that arises during football com-
petitions is match-fixing. In terms of negative effect, such shame-
ful phenomena are commensurate with the problem of doping. This 
paper has analyzed known methods for the possible detection of 
match-fixing, including sociological analysis of participants in 
match-fixing, methods for predicting the outcome of the match, 
analysis of bets and performance of the player or team during the 
match. It is noted that the assessment of match-fixed results in the 
considered methods is carried out based on the analysis of a large 
amount of data. But such information is not always available. 
Given the insufficient formalization of the problem area, it is rele-
vant to conduct research that does not require a large amount of 
non-publicly available data but, at the same time, makes it pos-
sible to effectively identify potentially suspicious matches regard-
ing a fixed result. The description of the input data is formalized in 
the form of a data structure containing a chronological history of 
the results of football seasons, the ranking of teams and matches  
of the season depending on the overall result of the teams in  
the season. A method for detecting suspicious football matches 
with a fixed result has been built using conformal predictors and 
power martingales within which a new measure of non-confor-
mity has been introduced to determine atypical football matches. 
To obtain a generalization of the statistics of atypical matches, 
a power submartingale was used. Evaluation of the effective-
ness of the developed method for detecting suspicious football mat-
ches was carried out based on precision and recall of the clas-
sification metrics using data on the 2013–2014 season of the 
French II League. The quality of work of the developed method 
reaches 85 % in terms of precision metric, 96 % in terms of recall 
metric, and 0.853 in terms of metric F1
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1. Introduction 

Matches with a fixed result (match-fixing), as well as 
doping, are called cancer of sports [1]. To combat doping, 
high-tech tests are used, and in 1999 a specialized interna-
tional organization WADA (the World Anti-Doping Agen-
cy) was founded. These tests make it possible to detect 
with almost absolute accuracy the presence of prohibited 
drugs in the athlete’s body. Unlike the doping situation, the 
successes in the fight against match-fixing are much more 
modest. Although matches with a fixed result, perhaps, exist 
as much as the sports themselves. At least, we have historical 
information that such shameful acts took place at the ancient 
Olympic Games in Greece [2].

Suppose that an agreement on a specific final outcome of  
a match or certain characteristics of it (number of goals scored, 
goal difference, etc.) is the purpose of obtaining an illegal be-
nefit on bets in betting companies. In this case, it is potentially 
possible to track through financial transactions or the unna-
tural distribution of betting volumes on the corresponding 
match results [3, 4]. The main disadvantage of this approach is 
that the data on the number, size, and time of the correspond-
ing rates are non-public information, and the known methods 
of privacy-preserving data mining  [5] are of little use here. 

Nevertheless, even the availability of data from betting 
companies will not help in certain situations. This is possible 
if there is a behind-the-scenes agreement to lose one team to 
another with some financial or other compensation through in-
dependent channels [2]. It is also possible when there is material 
stimulation by a third party of one team against another. It is 
almost impossible to establish such facts, at least without con-
ducting a special police investigation. The fact is that the very 
nature of sports competitions ensures that a stronger team does 
not always win, and many relevant examples can be given in  
any sport. Therefore, the related literature [2–4] only states that 
the outcome of certain matches is suspicious, atypical, illogical, 
abnormal, etc. But such information is also useful and important 
since it acts as an additional indicator that a certain team may 
be related to the violation of the sports principles of fair play. 

Currently, almost all known [3, 4] cases of detection of 
match-fixing are associated with the use of data from book-
makers. However, bets are not accepted for all matches in 
sports tournaments, and if they are accepted, information 
about them is a trade secret, or bets can generally be accepted 
on illegal sports betting platforms. Therefore, studies aimed 
at finding potentially suspicious results of sports matches 
based on the processing of exclusively publicly available data 
should be considered relevant.
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2. Literature review and problem statement

The problems of match-fixing research are multidimen-
sional and include the search for the causes of their occur-
rence and distribution, taking into account national charac-
teristics, economic background, legal issues, connection with 
the criminal world, analysis of features in various sports, 
etc. [1, 2]. In the last decade, sociologists have been actively 
involved in the discussion of these issues [6, 7]. Competi-
tions, where the game is not considered authentic, cannot 
be expected to continue to receive public support [8, 9]. 
The network of participants involved in the organization of 
match-fixing itself can have a different structure: from hori-
zontal between weakly connected temporary participants (as 
in Koriopolis, when at least 40 matches were fixed during 
the 2009/2010 Greek football season) [10] to a strict ver-
tical hierar chy (as in the « ike Davas » scandal during the 
2010/2011 Turkish football season), where the legal business 
of a football club operated under an illegal scheme [11].

A separate category of research in the field of sports com-
petitions, in particular football, are mathematical methods 
for detecting sports matches with a fixed result. The search 
for such anomalies in sports competitions, at least in the 
field of football, is reduced to predicting the outcome of the 
match, analyzing bets or actions of the participants of the 
match throughout the game [3, 8, 12–14]. 

Predicting the outcome of a football match has long been 
a popular research problem. Methods for obtaining a solution 
to this problem include statistical methods [12] (in particu-
lar, Bayesian networks) and machine learning methods [13]. 
In [12], the Bayesian network was proposed to predict the 
outcome of the match in terms of a draw or win of a host or 
guest team, the accuracy of which reached 75 %, which at 
the time of publication of the results was one of the highest 
in solving problems in this way. To predict the result, the 
model uses 18 attributes for each match. The advantage of 
this method is the possibility of numerical probabilistic de-
termination of the influence of the selected attributes on the 
outcome of the match, which makes it possible to formulate 
probabilistic rules for determining the outcome of the match. 
The disadvantage of this method is the need to use a signifi-
cant number of additional attributes about each match to 
predict the result more accurately.

In [13], a neural network of deep learning is proposed 
to predict the winner of a football match. To predict the 
outcome of the current match, information about the last 
35 matches of each of the teams participating in the match 
is used as input. From this information, the values of 9 at-
tributes are considered for each match. For each of the 
attributes, 6 statistical indicators are formed on the basis of 
the last 35 matches. Thus, for the team participating in the 
match, a vector with 54 coordinates is formed. A combined 
vector with 108 coordinates is an input data set for the 
selected neural network. The result of the neural network 
is 3 values from the range [0; 1], which in total give 1 and 
are interpreted as the probability that the match will end in  
a draw or win of one of the teams. Using this model, a fore-
casting accuracy of 62 % was achieved. The disadvantage of 
the previous method is characteristic of this model as well. 
Also, a disadvantage of this model is the impossibility of 
determining the patterns by which it would be analytically 
possible to determine the outcome of a particular match.

Each of the considered models, subject to the achieve-
ment of high accuracy of forecasting, in the future can be 

used to determine the «anomaly» of the result of a particular 
match. The disadvantages of these models are the use of a sig-
nificant number of additional match attributes, which are not 
always available, and the inability to obtain analytical pat-
terns to predict the result. These shortcomings necessitate 
research into developing algorithms that use more accessible 
match attributes and make it possible to build appropriate 
analytical patterns to predict the result.

To identify matches with a fixed result, methods based on 
betting analysis are used [8, 15]. In [8], the authors used special 
models to predict the volume of bets and compare the real vo-
lume of bets with the projected using statistical methods. The 
volumes of these bets were compared at the time the match was 
going on. The models used for forecasting are based on attri-
butes such as the passage of time, awarding red cards, and cur-
rent score. If during a match the difference between the actual 
bet volume and the projected one is statistically significant, 
the match is considered fixed. In [15], a model with goals and 
bookings was introduced. This model includes the type of team 
(host, guest), events about the goal scored, and a yellow or red 
card. The model is based on Weibull’s event process model. 
These models are based on probabilities and are aimed at pre-
dicting the outcome of the match. However, a recent study [16] 
showed that most cases of match-fixing are not related to bets.

Methods for analyzing the performance of a player or team 
in a game have been significantly developed [14, 17, 18]. These 
studies used data from players’ positions to evaluate their 
performance. The analysis of the dominant area diagram using 
Voronoi diagrams [14, 17], and analysis of the trajectories of 
players with the possibilities of intra-team interactions were 
introduced [18]. These methods aim to evaluate the perfor-
mance of the player and the team based on the player’s actions 
in the game and his positioning. As part of these studies, the 
trajectories of players during the match are considered. To 
assess the quality of the player’s performance, the trajectories 
of this player’s movement during different matches starting at 
the same playing position are compared. Based on this compa-
rison, it is possible to make an assumption about the fixedness 
of the outcome of the match, based on a significant difference 
in the «work» of the player in this match and other matches.

As follows from the above review, in the articles under con-
sideration the assessment of match-fixing is carried out based 
on an analysis of a large amount of data: on the time and size 
of bets [8], events on the field during the game [15], or on the 
routes of movement of players during the match [14, 17, 18]. 
Such information is not always available for analysis. And this 
predetermines our research to identify potentially suspicious 
matches regarding a fixed outcome, which does not require  
a large amount of non-publicly available data.

3. The aim and objectives of the study

The purpose of this study is to identify suspicious mat-
ches, in terms of the fixed outcomes, in football tournaments 
using conformal predictors and power martingales based on 
the use of data only on the results of matches played. This will 
make it possible to select the specified category of matches 
simply and quickly from all sports matches held during  
a round-robin football tournament, that is, when each team 
plays at least one match with the other.

To achieve the set aim, the following tasks have been solved:
– to formalize the description of input data in the form 

of a data structure containing a chronological history of the  
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results of the football season, the ranking of teams and mat-
ches of the season depending on the overall result of the teams 
in the season;

– to devise a method for detecting suspicious football 
matches with a fixed result using conformal predictors and 
power martingales;

– to investigate and evaluate the effectiveness of the deve-
loped method of detecting suspicious football matches based 
on classification metrics that are basic in machine learning.

4. Materials and research methods

4. 1. The object and hypothesis of the research
The object of our study is the process of identifying 

football match-fixing. The subject of the study are methods 
for finding suspicious football matches in terms of fixed out-
comes, based on conformal predictors and power martingales.

The main idea of the method is to detect football match-fix-
ing by changing the value of the corresponding power mar-
tingale. The value of the martingale for the match is formed 
on the basis of the results of the conformal predictor for the 
current and previous matches. The conformal predictor deter-
mines the level of how much the current match corresponds to 
the entire group of matches based on data on the success of the 
participating teams and the results of both the current match 
and previous matches of the tournament.

The source of input data is the publicly available relatio-
nal database BeatTheBookie [19]. The employed formaliza-
tion of the data description was proposed in [20].

4. 2. Terminology
Conformal predictors are a class of machine learning 

methods that predict the belonging of an object to a certain 
class based on the measure of difference (conformity) of the 
current object from previous objects [21].

Power martingale is a mathematical quantity designed 
to test the exchangeability hypothesis of random observa-
tions [21].

Exchangeability: the probabilistic distribution F of random 
events z1, z2, …, zn ∈Z has the property of exchangeability, if 
for any permutation π of events z1, z2,…, zn for probability 
p we have the following equality: p(z1, z2,…, zn) = p(π(z1), 
π(z2),…, π(zn)) [21]. 

For example, assume we have the problem of classifying 
images Z = {z1, z2, …, zn} and we have such a distribution Q on 
the set Z that any order of appearance of different images has 
the same chance, that is, for any permutation π(Z) the prob-
ability is p(z1, z2, …, zn) = p(π(z1), π(z2), …, π(zn)). Then such  
a distribution p(z1, z2, …, zn) = p(π(z1), π(z2), …, π(zn)) Q has 
the property of exchangeability.

In general, the monograph [21] constructed a mathema-
tical apparatus of conformal predictors and power martingales 
for solving problems of classification and regression, in par-
ticular, for the classification of images and linear regression. 
The advantages of this mathematical apparatus are to combine 
the process of learning and forecasting in one stage and, as  
a result, to use the results of the classification (or regression) 
of previous objects to predict the result for the current object. 
Also, this mathematical apparatus makes it possible to look for 
anomalies in the data set. In particular, [22] shows how this 
mathematical apparatus can be practically used to improve 
the results of classification by methods of support vectors and 
nearest neighbors, and to detect changes in data flows.

4. 3. Selected binary classification metrics
To evaluate the results of the study, the distribution of 

matches by suspicion in terms of a fixed result is used ac-
cording to the principle of positive-negative (binary classi-
fication), where the positive match is a match for which the 
characteristic «Potentially suspicious» is 1. Important for 
further analysis is the following elements of the confusion 
matrix: true positives (TP), false positives (FP), and false 
negatives (FN). True positives equal the number of poten-
tially suspicious matches, and the algorithm found them to 
be such. False positives equal the number of matches that are 
not potentially suspicious, but the algorithm found them to 
be so. False negatives equal the number of potentially suspi-
cious matches, but the algorithm mistakenly missed them. 
These characteristics are used to calculate the metrics of 
precision (P), recall (R), as well as measure F1:

P
TP

TP FP
=

+
, (1)

R
TP

TP FN
=

+
, (2)

F
P R

TP
TP FP FN1

2
1 1

2
2

=
+

=
+ +

. (3)

The selected characteristics are the basic characteristics 
of the analysis of the effectiveness of algorithms that are used 
to solve binary classification problems. The characteristic (1) 
shows how often the algorithm detects as «positive» those ob-
jects that should belong to the «positive» class, or how rarely 
the algorithm refers to the «positive» class those objects that 
do not belong to it. The characteristic (2) shows how «fully» 
the algorithm detects objects that must belong to a positive 
class, that is, how often the algorithm refers to positive ob-
jects to a positive class and not objects of another class. The 
characteristic (3) is a harmonic average of (1) and (2) and is 
a more balanced assessment of the effectiveness of the classi-
fication algorithm, which makes it possible to generalize both 
the precision and recall of the algorithm. All 3 characteristics 
take values from the range [0; 1] and have a similar interpreta-
tion of the results: the closer the characteristic value to 1, the 
more efficient the algorithm is in terms of this characteristic.

5. Results of the use of conformal predictors and power 
martingales to identify football match-fixing

5. 1. Results of ranking teams and formalizing the de-
scription of input data

The rank ik (or jk) of the k-th team can be determined 
based on the success of the team (its place in the overall 
standings, the number of points scored, etc.) in this or pre-
vious seasons. Subsequently, the success rate s(t) of team t 
indicates the number of points scored in the last completed 
season: s(t) = 3w(t)+d(t), where w(t) and d(t) are, respective-
ly, the number of wins and draw games for team t. The results 
of the formalization of the description of the input data were 
considered on the example of the 2013–2014 season of the 
French League ІІ. That season was chosen because there 
were public statements about the falsity of the results of 
some matches of two teams; but this information could not 
be legally proved by the relevant authorities. The teams are 
arranged in descending order of their final points that sea-
son (Fig. 1) and by conducting one-dimensional clustering 
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by the K-means algorithm to divide into clusters of teams, 
close in terms of the number of points scored.

 

Fig.	1.	Success	of	teams	of	the	2013–2014	season		
of	the	French	League	II

As a result, 4 clusters of teams were formed for that sea-
son (Fig. 1). The composition of the clusters is as follows: 
teams No. 1–4 belong to cluster No. 1, teams No. 5–9 belong 
to cluster No. 2, teams No. 10–16 belong to cluster No. 3, 
teams No. 17–20 belong to cluster No. 4. Thus, the smaller the 
cluster number, the higher the place in the final table taken by 
the teams of this cluster. Therefore, it is logical to call the clus-
ter number the rank of the teams included in it. Match classes 
are built as ordered pairs of home and guest team ranks. Thus, 
for the 2013–2014 season of the French League II, a set of 
16 classes of matches was built C = {(i, j)| i, j∈{1, 2, 3, 4}}. This 
set is the value domain of the class(k) function, which defines 
the match class with the match number k.

5. 2. Devising a method for detecting football match- 
fixing

The unit of input for the method is the observation zk, 
which describes the match of the football season, k is the seri-
al number of the match in the season. Observations zk is a set 
of values zk = (ik, jk, αk, βk, Tk), where ik and αk are, respectively, 
the rank and result of the host team of this match, and jk and 
βk are the rank and result of the guest team of the match,  
Tk is the date of the match. 

A further set of algorithms for detecting football match-fix-
ing is developed on the basis of a general method for construct-
ing a conformal predictor proposed in [21], by its following 
adaptation:

– introduction of a new measure of nonconformity (dif-
ference), adapted to the peculiarities of rating football 
matches and its participants;

– using the standard p-value for conformity and power 
martingale;

– introduction of decision rules according to which, 
based on the characteristics used, a decision is made about 
the potential suspicion of a football match. 

For each new match zk:
1) the measure of difference ak is calculated, which is the 

first step in calculating the conformal predictor:

a avgk

avg

k k k i j
k i j k k= −( ) −− −( )( )1 5

1
. ,( , )*

( , )

sgn α β α β  (4)

where avgk i j
class z class z

l l
k l

( , ) ,= −{ }
( )= ( )
mean α β  k is the number of the 

current match in chronological order, l is the number of 
another match that belongs to the same class as the current 
match, i, j is, respectively, the number of the host and guest 
team of the current match. The function sgn(x) indicates the 
sign of the number x and is equal to 1 if x > 0, 0 if x = 0, and –1 
if x < 0. Characteristics avgk(i, j) is the average result of the ob-
servation group used in this study as the expected result of the 
game in a given class of matches. It is calculated from the en-
tire set of observations zk, that is the entire set of observations 
is considered known and available for research in full. Because 
of this, the algorithm was termed an offline algorithm.

The introduction of such a measure of nonconformity 
provides an opportunity to compare the actual outcome of 
the match with the results of all other matches of the class. 
Also, this measure takes into account both the absolute 
results of the match teams and the difference in the results 
of the actual and predicted results, and this difference has  
a more significant impact than the absolute results of matches. 
Due to this, for example, matches with an actual victory and 
a predicted defeat are more non-conforming than matches 
with an actual and predictable victory, which differ in the 
number of goals scored.

2) Using the measures of difference between the current 
k-th match and previous matches of the same class, the 
degree of difference pk of the match zk from the set of obser-
vations {z1, z2,…, zk–1, zk}, which is the result of the conformal 
predictor, is calculated: 

p p z z z
i a a i k

kk k
i k= …( ) =
≥ ≤ ≤{ }

1 2

1
, , ,

# : ,
, (5)

where operation #A returns the number of elements in set A. 
For example, for a set of integers {1, 2, 5, 10, 15, 17} operation 
#{1, 2, 5, 10, 15, 17} = 6. In (5), the numerator contains the 
numbers of those observations whose measure of difference 
is the same or greater than that of the current observation, 
including the number of the current observation. Therefore, 
the number of elements in the set from the numerator of this 
formula takes values in the range [1; k].

In (5), the degree of difference pk is calculated without 
the use of random variables, so such an algorithm is de-
terministic.

3) based on the currently available series of degrees of 
difference {pk}, a modified power martingale Mk

ε( ) is calculated 
for an arbitrary value ε∈[0; 1]:

M pk
i

k

i
ε εε( )

=

−= ∏
1

1. (6)

To level the dependence on the value of ε, the integral 
martingale is calculated:

M Mk k= ∫ ( )

0

1
ε εd . (7)

4) the set of suspicious matches S, that is, matches for 
which there is a suspicion of a fixed result, is formed accord-
ing to one of the following rules:

S z M Mk k k= { }> −| ,1  (8)

S z p p z S p pk k k k k k= ( ){ }< ∨ ∈( ) ∧ < +( )( )− − −| ,1 1 1 Δ  (9)
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where the sign ∨ is a disjunction (logical operation OR), the 
sign ∧ is a conjunction (logical operation AND); Δ ∈(0; 1) 
is the permissible difference between the p-value for con-
formity pk–1 of the previous and pk of the current object.  
In this study, this parameter was chosen depending on how 
the p-value for conformity for all objects changed. 

The rule described by (8) analyzes the change in the value 
of martingale in neighboring observations, and therefore in 
the future this rule will be termed a submartingale rule. 

Using rule (9), the degree of difference between current 
and previous observations is analyzed, and therefore in the 
future this rule will be termed a p-value rule [21]. Its mean-
ing is that the outcome of the current match is considered 
suspicious of the fixation if either: 

a) the outcome of the current match is more suspicious 
than the outcome of the previous match;

b) the result of the previous match was suspicious, and 
the result of the current one is not much different from it.

5. 3. Analysis and evaluation of the effectiveness of the 
method for detecting match-fixing 

First, the work of the proposed method was demonstra-
ted for matches of class (1, 4) (Table 1). This group includes 
matches in which the host team belongs to class 1, that is, 
it is one of the most successful that season, and the guest 
team belongs to class 4, that is, it is characterized by one of 
the lowest values of success. Suspicious matches in terms of 
fixed outcomes in Table 1 are determined on the basis of the 
deviation of the result of the match from the expected result 
for this class. If the result was one or more goals higher, or the 
result of the match in nature (victory, defeat, draw) did not 
correspond to the expected, then such a match is considered 
potentially suspicious. Therefore, in the column «Potentially 
suspicious» it is marked by 1 and, additionally, its row in the 
table is highlighted in gray. The average result for the group 
avgk(i, j) is 1.25. So, the expected result of the match is to win by 
the host team at the level of 1 or 2 goals. All matches, the result 
of which deviates from the expected, are considered suspicious. 

Table	1
Matches	of	class	(1,	4)		

of	the	2013–2014	French	League	II	season

No. 
Host 
team

Guest  team
Out-
come

Date of the 
event

Poten-
tially sus-

picious

1 Metz Laval 1:0 02-Aug-2013 0

2 Lens CA Bastia 1:0 04-Aug-2013 0

3 Metz Chateauroux 1:0 04-Oct-2013 0

4 Caen Istres 4:0 08-Nov-2013 1

5 Nancy Chateauroux 2:0 08-Nov-2013 0

6 Lens Chateauroux 2:0 23-Nov-2013 0

7 Lens Istres 1:2 19-Dec-2013 1

8 Nancy Laval 2:1 20-Dec-2013 0

9 Caen Laval 2:1 17-Jan-2014 0

10 Nancy CA Bastia 0:1 17-Jan-2014 1

11 Lens Laval 0:0 01-Feb-2014 1

12 Caen Chateauroux 1:1 21-Mar-2014 1

13 Metz Istres 2:1 07-Apr-2014 0

14 Metz CA Bastia 1:0 18-Apr-2014 0

15 Caen CA Bastia 6:1 02-May-2014 1

16 Nancy Istres 3:1 02-May-2014 0

Further, the work of the offline deterministic algorithm is 
demonstrated. Each football match is a separate observation zk,  
which are sequentially processed by the algorithm. First, for 
the current observation zk, the measure of difference ak (Fig. 2)  
is calculated using (4). The values of this measure show how 
much the outcome of the match differs in value and charac-
ter from the expected result, which for this algorithm is the 
average result for the class of matches. The greater the value 
of the measure of difference, the more this match stands out 
from the rest in terms of the expected result.

 
Fig.	2.	Characteristics	ak	for	matches	of	class	(1,	4).		

Gray	columns	highlight	potentially	suspicious	matches

Further, according to the set of matches {z1, z2, …, zk–1, zk}  
for the current observation zk, the measure of difference 
pk (Fig. 3) is calculated using (5). This quantity takes values 
in the range [1/k; 1] and characterizes the proportion of such 
matches in the set {z1, z2, …, zk–1, zk}, which are more different 
from the current match, or the same as the current match. 
Further, this characteristic can be analyzed according to 
the rule described by (9). According to this rule, a match is 
suspicious in which the degree of difference pk is less than the 
degree of difference pk–1 of the previous match or for which 
the previous match has already been identified as suspicious 
and the degree of difference pk of the current match is greater 
than the degree of difference pk–1 of the previous match by 
not more than Δ. Fig. 3 shows the results of detecting suspi-
cious matches for the class (1, 4) at Δ = 0. Also in this figure, 
dashed lines highlight matches that, using (9), are true posi-
tives (TP, green) and false negatives (FN, yellow). Based on 
the values of these characteristics, precision metric (1), recall 
metric (2), and measure F1 (3) are calculated. So, for the class 
of matches (1, 4), using (9), at Δ = 0, the offline deterministic 
algorithm for the recall metric worked by 67 %: most of the 
expected suspicious matches were detected. According to the 
precision metric, the algorithm worked 100 %: all expected 
matches suspicious of the match-fixing result were detected, 
and there were no mistakes in other matches. The measure F1 
for the class (1, 4), in this case, is 0.8, that is, the algorithm as 
a whole for the class (1, 4) worked well but there is room for 
improving the performance.

Fig. 4 shows the results of detecting suspicious matches 
for class (1, 4) using (9) at Δ = 0.2. The introduction of a non- 
zero Δ-corridor even visually improved the results somewhat, 
but led to false positives (FP), which are indicated in the 
same figure with red dashed lines. So, for the class of matches 
(1, 4), using (9) at Δ = 0.2, the offline deterministic algorithm, 
according to the recall metric worked by 100 %: all expected 
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suspicious matches were detected. According to the precision 
metric, the algorithm worked by 75 %: all expected matches 
were detected but such matches were also detected that are 
not considered suspicious. The measure F1 for the class (1, 4), 
in this case, is 0.86, that is, the algorithm as a whole for the 
class (1, 4) worked well and better than at Δ = 0, but there is 
still room for improving the result.

 
Fig.	3.	Characteristics	pk	for	matches	of	class	(1,	4)	and	

results	of	detection	of	suspicious	matches	at	Δ = 0	according	
to	the	p-value	rule

 
Fig.	4.	Characteristics	pk	for	matches	of	class	(1,	4)	and	

results	of	detection	of	suspicious	matches	at	Δ = 0.2	according	
to	the	p-value	rule

The last step of the method is the calculation of the power 
integral martingale Mk. Fig. 5 shows the results of its calcula-
tion for the class of matches (1, 4). To reduce the range of va-
lues along the vertical axis, Fig. 5 shows not the characteris-
tic Mk itself but the natural logarithm from it, that is, ln(Mk). 
Further, this characteristic is analyzed according to the prin-
ciple described by (8) from the description of the algorithm: 
the points at which the value of the martingale increases 
compared to the previous ones correspond to matches that 
are suspicious of the match-fixing result. In Fig. 5, dashed 
lines also highlighted matches that, by (8), are true positives 
(TP, green), false positives (FP, red), and false negatives 
(FN, yellow). Based on these detections, as well as for the 
rule (9), the precision metric (1), recall metric (2), and mea-
sure F1 (3) are calculated. So, for the class of matches (1, 4),  
using (8), the offline deterministic algorithm for the recall 
metric worked 100 %: all expected suspicious matches were 
detected. According to the precision metric, the algorithm 
worked by 67 %: all expected matches were detected, but 

such matches that are not considered suspicious have also 
been identified. The measure F1 for the class (1, 4) is 0.8, that 
is, the algorithm as a whole for the class (1, 4) worked well 
but there is room for improving the result.

 

Fig.	5.	Characteristics	ln(Mk)	for	matches	of	class	(1,4)	
according	to	the	submartingale	rule

Next, we considered the work of the offline determin-
istic algorithm on a symmetric class of matches (4, 1). The 
average result of the class avgk(i, j) is –1.5. So, the expected 
result of the match is to win the guest team at the level of 1 
or 2 goals. All matches, the result of which deviates from the 
expected, are considered as suspicious; in Table 2, the lines 
corresponding to these matches are painted gray. Most of the 
suspicious matches in this class have either an overestimated 
or zero result.

Table	2
Matches	of	class	(4,	1)		

of	the	2013–2014	French	League	II	season

No. Host team
Guest 
team

Out-
come

Date of the 
event

Potential-
ly suspi-

cious

1 Laval Caen 1:2 09-Aug-2013 0

2 CA Bastia Nancy 1:2 10-Aug-2013 0

3 Laval Lens 0:2 24-Aug-2013 0

4 Chateauroux Caen 0:2 18-Oct-2013 0

5 Istres Metz 1:2 01-Nov-2013 0

6 CA Bastia Metz 0:2 22-Nov-2013 0

7 CA Bastia Caen 1:5 13-Dec-2013 1

8 Istres Nancy 0:0 13-Dec-2013 1

9 Chateauroux Metz 0:1 14-Mar-2014 0

10 Chateauroux Nancy 0:3 11-Apr-2014 1

11 Istres Caen 2:3 11-Apr-2014 0

12 Chateauroux Lens 1:1 21-Apr-2014 1

13 Istres Lens 1:6 06-May-2014 1

14 Laval Nancy 1:0 06-May-2014 1

15 CA Bastia Lens 0:2 16-May-2014 0

16 Laval Metz 0:0 16-May-2014 1

A plot of the measure of difference ak of each match in this 
class is shown in Fig. 6. Unlike the situation with class (1, 4), 
in this class of matches, the measure of the difference between 
each potentially suspicious match is greater than the measure 
of the difference between other matches. Thus, for this class,  
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a simplified principle of searching for suspicious matches could 
be applied – by the difference in the value of this measure from 
its most frequent value on a given set of observations. But here 
this principle would work quite qualitatively only because  
a sufficient number of ordinary matches appeared before sus-
picious observations. However, the more general principles 
set by (8), and (9) will also work perfectly in this situation.

Fig. 7 shows the results of detecting suspicious matches for 
class (4, 1) according to the principle formulated for the degree 
of difference (9) at Δ = 0.2. All potentially suspicious matches 
have been identified and there are no false positives. So, for 
the class of matches (4, 1), using (9) at Δ = 0.2, the offline 
deterministic algorithm according to the recall metric worked 
100 %: all expected suspicious matches were detected. Accord-
ing to the precision metric, the algorithm worked 100 %. The 
measure F1 for the class (4, 1) is 1, which is a sign of the dis-
tinctive operation of the algorithm on this class of matches.

 
Fig.	6.	Characteristics ak	for	matches	of	class	(4,	1).		

Gray	columns	highlight	potentially	suspicious	matches

 
Fig.	7.	Characteristics	pk	for	matches	of	class	(4,	1)	and	

results	of	detection	of	suspicious	matches	at	Δ = 0.2

Fig. 8 shows the results of detecting suspicious matches for 
class (4, 1) according to the principle formulated for the power 
martingale (8). The results are completely similar to the results 
from Fig. 7, that is, the offline deterministic algorithm both 
in terms of the recall metric and the precision metric worked  
by 100 %. Measure F1 for class (4, 1) is 1, which is a sign of the 
distinctive operation of the algorithm on this class of matches.

Estimates of the effectiveness of applying the offline de-
terministic algorithm to different classes of matches accord-
ing to the principle described (8) are given in Table 3. Cells 
in the columns of precision metrics P, R, F1 have a range of 
four-color coloring. Cells with values from the range [0,4; 0,6)  

or [40 %; 60 %) are painted in red. Cells with values from 
the range [0,6; 0,75) or [60 %; 75%) are painted orange. Cells 
with values from the range [0.75; 0.9) or [75 %; 90 %) are 
painted in yellow. Cells with values from the range [0,9; 1] or  
[90 %; 100 %] are green. 

 

Fig.	8.	Characteristic	ln(Mk)	for	matches	of	class	(4,	1)

Table	3

Evaluation	of	the	effectiveness	of	the	algorithm		
with	the	submartingale	rule	using	(8)

Class TP FN FP P R F1

(1, 1) 3 2 1 75 % 60 % 0.667

(1, 2) 8 1 0 100 % 89 % 0.941

(1, 3) 14 1 0 100 % 93 % 0.966

(1, 4) 6 0 3 67 % 100 % 0.8

(2, 1) 7 0 4 64 % 100 % 0.778

(2, 2) 9 0 4 69 % 100 % 0.818

(2, 3) 12 0 11 52 % 100 % 0.686

(2, 4) 9 0 0 100 % 100 % 1

(3, 1) 9 0 7 56 % 100 % 0.72

(3, 2) 17 0 4 81 % 100 % 0.895

(3, 3) 18 1 9 67 % 95 % 0.783

(3, 4) 15 0 5 75 % 100 % 0.857

(4, 1) 7 0 0 100 % 100 % 1

(4, 2) 13 0 3 81 % 100 % 0.897

(4, 3) 12 0 9 57 % 100 % 0.727

(4, 4) 6 0 0 100 % 100 % 1

The precision metric (P) in 3 situations reaches 52–57 %, 
although the recall metric is 100 %.

In the vast majority (9 out of 16) situations, the precision 
metric takes values from the range [75 %; 100 %], that is, accord-
ing to the precision metric, the algorithm works quite efficiently. 

According to the recall metric (R), the algorithm works 
perfectly in the vast majority (75 %) of situations, that is, 
suspicious matches are recognized as suspicious in 12 out of 
16 classes of matches. According to the measure F1, the algo-
rithm also works well in 75 % of situations, i.e., F1 ≥ 0.75 in  
12 out of 16 classes of matches.

Estimates of the effectiveness of applying the offline 
deterministic algorithm to different classes of matches with 
results according to the principle described by (9) are given 
in Table 4. The results are given for the values of 0 and 0.2 of 
the parameter Δ. Cells in the columns of precision metrics P, 
R, F1 have the same color design as in Table 3.
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The precision metric (P) in only one situation reaches 
55–57 %, as opposed to the results when using (8). 

At the same time, the precision metric at Δ = 0.2 in 12 out 
of 16 situations takes values from the range [75 %; 100 %], 
that is, in the vast majority of situations, according to the 
precision metric, the algorithm works quite efficiently. 

Unlike the results using (8), in this situation, according to 
the recall metric (R), the algorithm works perfectly in 6 out of 
16 classes of matches at Δ = 0.2, but it works well (R ≥ 75 %) in 
14 out of 16 classes of matches, while with Δ = 0 the algorithm 
works well only in 8 out of 16 situations. According to the 
measure F1, the algorithm also works well in 75 % of situa-
tions, i.e., F1 ≥ 0.75 in 12 out of 16 classes of matches.

As a result of the use of conformal predictors and power 
martingales, templates were obtained for identifying fixed 
football matches, the quality of which can reach high values 
in terms of the precision metric, recall metric, and measure F1.

6. Discussion of results of using conformal predictors and 
power martingales to identify match-fixing

We analyzed the results of the measure of difference for 
matches of class (1, 4) from Fig. 2. For example, matches No. 1, 
No. 4, No. 7, and No. 15 were compared. The result of match 
No. 1 is equal to 1, that is, it does not differ significantly from 
the expected result of 1.25 both in the nature of the result and 
in the value. The result of match No. 4 is 3, that is, it differs sig-
nificantly from the expected result of 1.25 in value. The result 
of match No. 7 is –1, i.e., it is significantly different from the 
expected result of 1.25 in character. The result of match No. 15 
is 5, that is, it differs significantly from the expected result of 
1.25 in value more than the result of match No. 1. A measure of 
difference for match No. 1, a1 = 0.25; for match No. 4, a4 = 2.75; 
for match No. 7, a7 = 5.06; and for match No. 15, a15 = 3.75. Thus, 
for this characteristic, several patterns can be distinguished:

a) if the outcome of the match does not differ from the 
expected result in character and differs by no more than one 
goal, ak takes the value from the range [0; 1];

b) if the outcome of the match does not differ from the ex-
pected result in character and differs by more than one goal, 

ak is determined only by the difference between the current 
result and the expected one;

c) if the result of the current match differs from the 
expected result in nature, αk is also fined by multiplying by  
a penalty multiplier of 1.5 or 1.52, depending on the diffe-
rence in the nature of the current and expected results;

d) the measure of difference for matches whose outcome 
differs from the expected result both in character and value (by  
1 goal) is greater than the degree of difference between mat-
ches whose outcome differs only in value by 1, 2, or 3 goals. 

The following is an analysis of the results from Table 3. 
For classes (2, 3), (3, 1), (4, 3), the algorithm shows the lowest 
efficiency in terms of precision metric. There are quite a few 
matches in these match classes that are not suspicious. At the 
same time, their measure of difference takes the values lying 
between the value that characterizes the most frequent ordinary 
match of this class and the values that characterize suspicious 
matches. At the same time, the martingale, which is calculated 
using (6), has the following property: if pk–1 ≠ pk, pk–1<1, pk<1, 
then M Mk k− <1

( ) ( ).ε ε  In other words, if the degrees of difference 
between the previous and the current match are less than 1 and 
are not the same. This causes an increase in the martingale value 
for the current match compared to the previous one, that is, it 
makes us consider more matches suspicious of the fixed result. 

Regarding the analysis of the results from Table 4. For 
class (3, 1), (9) resulted in the classification of normal matches  
as suspicious. In this class, there are many ordinary matches 
whose measure of difference takes the values that lie between 
the value that characterizes the most frequent ordinary 
match of this class and the values that characterize suspicious 
matches. This explains such frequent detection of regular 
matches as suspicious in the class (3.1).

In most other situations, on the one hand, with the intro-
duction of the Δ-corridor, there is an increase in the efficiency 
of detecting suspicious matches, but in many classes, it is not 
sufficient for the excellent operation of the algorithm accord-
ing to the precision metric. This happens in a situation similar 
to the one shown in Fig. 3: the value of the degree of difference 
of the current match pk can be greater and much greater than 
the value pk–1+Δ. This corridor can be increased but then it 
is possible to reduce efficiency in terms of precision metric. 

Table	4
Evaluation	of	the	effectiveness	of	the	algorithm	with	the	p-value	rule	using	(9)

Δ Δ = 0 Δ = 0.2
Class TP FN FP P R F1 TP FN FP P R F1
(1, 1) 2 3 1 67 % 40 % 0.5 3 2 2 60 % 60 % 0.6
(1, 2) 5 4 0 100 % 56 % 0.714 6 3 0 100 % 67 % 0.8
(1, 3) 9 6 0 100 % 60 % 0.75 12 3 0 100 % 80 % 0.889
(1, 4) 4 2 0 100 % 67 % 0.8 6 0 2 75 % 100 % 0.857
(2, 1) 6 1 2 75 % 86 % 0.8 6 1 3 67 % 86 % 0.75
(2, 2) 8 1 1 89 % 89 % 0.889 9 0 1 90 % 100 % 0.947
(2, 3) 10 2 3 77 % 83 % 0.8 12 0 4 75 % 100 % 0.857
(2, 4) 7 2 0 100 % 78 % 0.875 7 2 0 100 % 78 % 0.875
(3, 1) 6 3 5 55 % 67 % 0.6 8 1 6 57 % 89 % 0.696
(3, 2) 13 4 0 100 % 76 % 0.867 17 0 0 100 % 100 % 1
(3, 3) 15 4 2 88 % 79 % 0.833 16 3 2 89 % 84 % 0.865
(3, 4) 8 7 2 80 % 53 % 0.64 13 2 3 81 % 87 % 0.839
(4, 1) 6 0 1 86 % 100 % 0.923 7 0 0 100 % 100 % 1
(4, 2) 8 5 0 100 % 62 % 0.762 12 1 0 100 % 92 % 0.96
(4, 3) 9 3 4 69 % 75 % 0.72 12 0 6 67 % 100 % 0.8
(4, 4) 4 2 0 100 % 67 % 0.8 5 1 0 100 % 83 % 0.909
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In general, with the introduction of the Δ-corridor, as 
confirmed by the results given in Table 4, the recall of the 
proposed classifier does not deteriorate (never in Table 4), 
and the value of measure F1 does not decrease (in all cases 
from Table 4, except for one). According to the precision 
metric, there was a decrease in the effectiveness of the algo-
rithm in 5 groups of matches. In other situations, the preci-
sion metric has not deteriorated or improved.

Unlike [12–15, 17, 18], the developed method directly 
solves the problem of detecting matches suspicious of a fixed 
result. The methods considered in [12–15, 17, 18] solve other 
problems, in particular, forecasting the result or rates. On the 
other hand, the tasks under consideration can act as part of 
the task of detecting suspicious matches and represent possi-
ble ways to improve the developed method.

Unlike [12–15, 17, 18], our method uses input data of 
a smaller dimensionality: only 5 data attributes containing 
a historical description of the match. This allows it to be 
applied, having historical data on football matches that are 
more accessible than complete information about each foot-
ball match. At the same time, the method devised can be sup-
plemented with the models proposed in [12, 13] to improve 
the accuracy of predicting the outcome of the match.

Our method of detecting match-fixing makes it possible 
to decide on the suspicion of the match only on the basis of 
data on all matches of the corresponding season. Thus, the 
prediction of the result of a regular match is limited only to 
data on the current season and does not take into account the 
data of previous seasons of the corresponding tournament. 
This restriction can be eliminated by grouping the teams of 
all other seasons into groups in the same way and combining 
the corresponding groups of individual seasons into one 
group for all seasons.

Also, the method devised depends on the division of the 
teams of the season into groups, which, although performed on 
the basis of the rating of teams, is performed by the K-means 
clustering method, which depends on the number of parti-
tions (groups) specified by the user. Such a limitation can be 
eliminated by using methods for finding the optimal number of 
partitions (for example, the Elbow method) or advanced clus-
tering methods that do not depend on the user number of groups.

The disadvantage of the method built is the identification 
of match-fixing based on the search for matches that differ 
significantly from the expected result. If a fixed match has 
a result that is close to the predicted one, then it cannot be 
detected as suspicious. To search for such matches, you need 
to use additional data (for example, bets, and player trajecto-
ries) that are not publicly available for any matches, unlike 
the result and other historical attributes of the match. 

Taking into account the chronology of matches, the 
proposed offline deterministic classification algorithm can 
be turned into an online algorithm that can «learn» and im-
prove the precision of detecting suspicious matches over the 
course of the season’s history. Such further development of 
this method is due to the need for the automatic processing of 
information online to help experts in decision-making.

In general, our method of detecting football matches that 
are suspicious of the presence of a fixed result can be applied 
to other sports competitions. This is relevant because the 
problem of match-fixing is an important one in different 
sports. However, such an expansion of the scope of applica-
tion will require, at least, the construction of specialized mea-
sures of difference and, most likely, additional rules for mak-
ing decisions on determining a suspicious match or event.

7. Conclusions

1. The formalized description of the input data used in 
the current work in the form of a data structure minimizes 
the number of data attributes and is based on information 
on the results of sports competitions that is always avail-
able in open sources. A data structure is formed containing  
a chronological history of the results of football seasons, the 
ranking of teams, and matches of the season, depending on 
the overall result of the teams in the season. The suspicion 
of the match for the presence of a fixed result is determined 
by the success of the participating teams and the outcome 
of the match. 

2. A feature of the proposed method is the use of a special-
ly developed measure of nonconformity and generalized sta-
tistical characteristics: the p-value for conformity and power 
submartingale. The introduction of a new measure of non-
conformity provided an opportunity to compare the actual 
result of the match with the results of all other matches of 
the group and made it possible to take into account both the 
absolute results of the teams and the difference in the results 
of the actual and predicted results. The use of submartingale 
made it possible to obtain generalized statistics on the p-va-
lue for conformity of previous and current matches.

3. The proposed decision submartingale rule for detect-
ing match-fixing allows such matches to be detected only 
based on an increase in the value of the submartingale. The 
quality of the algorithm according to this rule on the selec-
ted data is on average 78 % for the precision metric, 96 % for 
the recall metric, and 0.846 for the metric F1. The proposed 
p-value rule makes it possible to take into account the 
proximity of the p-value values of the previous and current 
matches. The best quality of the algorithm according to this 
rule on the selected data is achieved by entering the thresh-
old of 0.2 and, on average, is equal to 85 % for the precision 
metric, 88 % for the recall metric, and 0.853 for the metric F1.  
If you need to get a high quality indicator in terms of recall 
metric, then it is advisable to use the submartingale rule. 
The p-value rule, in turn, makes it possible to get a high 
quality indicator in terms of the precision metric of detect-
ing suspicious matches with a sufficiently high level of the 
recall metric.
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