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The object of research is the pro-
cess of clustering images from space opti-
cal-electronic surveillance systems. The 
main hypothesis of the study assumed 
that experimental studies would make it 
possible to determine the number of clus-
ters on images from space optical-elec-
tronic surveillance systems when using 
the k-means algorithm.

The method of clustering images from 
space optical-electronic surveillance sys-
tems using the k-means algorithm, unlike 
the known ones, implies:

– splitting the source image into Red-
Green-Blue brightness channels;

– determination of the Euclidean dis-
tance between pixels;

– distribution of the entire set of 
image pixels into clusters;

– recalculation of "centers" of each 
subset;

– reassignment of new "centers" of 
each cluster;

– minimization of the total intraclus-
ter variance.

Experimental studies were conduct-
ed on the clustering of the original image 
using the k-means method at different 
values of k. It was established that with 
an increase in the value of k, the visu-
al quality of clustering improves, and it 
is possible to visually determine a larger 
number of clusters in the images.

To determine the number of clusters, 
the sum of clustering errors of type 1 and 
2 at different values of k was evaluated. 
It was established that when the value of 
k increases, the sum of errors of the 1st 
and 2nd kind initially decreases exponen-
tially. A further increase in the value of 
k does not lead to a significant decrease 
in errors of the 1st and 2nd kind. It was 
established that for a typical image from 
the space optical-electronic observation 
system, the value of k in the clustering 
method based on the k-means algorithm 
should be equal to 4. At the same time, 
the sum of errors of the 1st and 2nd kind 
is 31.3 %.

Further research is directed to the 
development of clustering methods that 
reduce the sum of errors of the 1st and 
2nd kind
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1. Introduction 

The most widespread method of optical-electronic image 
clustering is the method based on the k-means algorithm. 

This statement also applies to images from space opti-
cal-electronic surveillance systems [1]. The advantages of 
the clustering method based on the k-means algorithm are 
simplicity, flexibility, fast convergence, and the ability to 
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check the distinction between selected clusters. Usually, the 
number of clusters k is two [1]. This statement is justified when 
it comes to image clustering into background objects and ob-
jects of interest [2]. In this case, the task of clustering images 
from space optical-electronic surveillance systems is trans-
formed into the task of segmentation into two segments [3].

When solving tasks in the interests of agriculture during 
clustering using the method based on the k-means algorithm, 
the number of clusters is an a priori known value. The value of 
k is chosen from 2 to 4 depending on the problem being solved.

When clustering images from space optical-electronic 
observation systems, the class of objects is much wider. 
Known methods of segmentation of such images assume that 
the value of k should be chosen equal to two. This is due to 
the need to solve the task of dividing the source image into 
two segments − background objects and objects of inter-
est (for example, objects of military equipment).

The experience of modern armed conflicts shows the vari-
ety of objects of interest in images from space optical-electronic 
surveillance systems [4]. Such images contain a large number 
of distinguishing elements, objects of interest have a complex 
morphological structure and are heterogeneous [5]. This great-
ly complicates the clustering of images using the method based 
on the k-means algorithm. Therefore, determining the number 
of clusters in images from space optical-electronic surveillance 
systems using the k-means algorithm is an urgent task.

2. L   iterature review and problem statement

The general classical approach to clustering and exam-
ples of data clustering are discussed in [6]. It was established 
that the classical approach works well when performing 
unsupervised classification of patterns by groups. In the 
presence of differences, data clustering is already slow, that 
is, with greater time costs. The disadvantage of [6] is that it 
does not take into account the features of image clustering 
since such a task cannot be attributed to the uncontrolled 
classification of patterns by groups.

A hierarchical approach to semantic clustering of images 
is proposed in [7]. The essence of the hierarchical clustering 
algorithm in machine learning [7] is that a representative 
image is selected to denote a cluster at each intermediate 
stage. The disadvantage of [7] is the loss of information 
because the representative image denotes any other one that 
belongs to the cluster. In order to automatically obtain the 
total number of clusters, such loss of information is moni-
tored, which is an advantage of [7].

The application of k-means and C-means clustering for 
image segmentation is considered in [8]. The advantages of 
these methods in their classical form are simplicity, compre-
hensibility, and flexibility in use, fast convergence during the 
operation of the algorithm, and the possibility of checking 
the statistical significance of the differences between the 
segmented clusters. The main disadvantages of [8] are the 
dependence of the clustering result on the initial selection of 
cluster centers and the slowing down of the algorithm when 
clustering images into a large number of clusters.

Image segmentation using subtractive clustering is pro-
posed in [9]. The essence of the proposed data clustering 
method [9] is that each pixel in the image can be the center 
of a potential cluster, and the center of the cluster, in turn, is 
generated based on the potential value of the pixel. The ad-
vantage of [9] is the application after the k-means algorithm 

to the resulting image of a median filter in order to remove 
the “unwanted” area on this image. The disadvantage of [9] 
is the presence of a large number of “unwanted” regions after 
subtractive clustering.

Combining the K-means clustering method and the 
fuzzy K-means clustering algorithm was proposed in [10]. 
This complex method is called the K-C-means fuzzy cluster-
ing algorithm and has shown good results in the segmenta-
tion of medical images. The advantages of [10] are the speed 
of segmentation of medical magnetic resonance images and 
ease of use. Disadvantages of [10] are the need to determine 
the number of clusters before starting the algorithm and 
segmentation of only simple medical images presented in 
shades of gray.

Clustering of color images is proposed using an improved 
hybrid method of K-means and fuzzy C-means algorithms 
in [11]. The advantage of [11] is the ability to quickly cluster not 
only medical color images. The main disadvantage of [11] is the 
clustering of simple images into a limited number of clusters.

In [12], a method of unsupervised segmentation by 
incremental clustering was proposed to eliminate the short-
coming of the dependence of clustering results on the initial 
selection of cluster centers. The essence of [12] is an incre-
mental approach and correlation clustering with a gradual 
increase in the number of clusters and constant refinement 
during segmentation. The advantages of [12] are the lack 
of determination of the initial number of clusters and the 
avoidance of repeated clustering of the entire image when 
the number of clusters increases. The main disadvantage 
of [12] is computational complexity.

In [13], a method of segmentation of radar images with 
a synthesized aperture is proposed, which is based on the 
k-means clustering method and the Otsu thresholding meth-
od. Additionally, in [13], at the final stage, morphological 
operations are performed in order to obtain more accurate 
segmentation results. The advantage of [13] is the good 
results of image segmentation with existing speckle noise. 
This is possible due to the use of the median filter in the 
method [13]. The main drawback of [13] is the segmentation 
of only the radar images of the radar.

For the segmentation of color images, work [14] proposed 
an adaptive method of k-means clustering, in which it is not 
necessary to enter the number of clusters beforehand. The 
essence of the method [14] is to transform the color models 
of the input image representation into the LAB color model. 
After that, k-means clustering with further morphological 
processing is performed. The advantages of [14] are the re-
duction of the influence of light on the segmentation results, 
the segmentation of color images of different color repre-
sentation models, and the adaptive selection of the number 
of clusters. The disadvantage of [14] is the impossibility of 
universal clustering of both tone and color images and the 
need to represent color images in the LAB color model.

In [15], it is proposed to perform sequential k-median 
clustering without replacement in order to solve the issue 
of determining cluster centroids. The essence of [15] is the 
preliminary selection of a set of cluster centers with a good 
k-median value from the distribution that generated the 
sequence. The advantage of [15] is the preliminary deter-
mination of the centroids and the stability of the algorithm 
to anomalous values of the input data due to the use of the 
median. The disadvantage of [15] is the impossibility of re-
placing the values of the selected set of cluster centers during 
the operation of the algorithm.
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of automatic feature selection, a convolutional neural net-
work is used, and then the clustering stage is performed with 
the sequential application of a self-organized feature map-
ping neural network and the spectral clustering algorithm. 
The main drawback of [22] is the multi-step procedure of the 
method with sequential execution of them one after the other 
and, as a result, large time costs. The advantage is taking 
into account all the disadvantages and advantages of the 
approaches used in the integrated method [22].

For fast clustering of images, the use of a convolutional 
neural network and the binary k-means algorithm is pro-
posed in [23]. The advantage of [23] is a quick and efficient 
search for the nearest initial cluster center. The disadvantage 
of [23] is the use of additional volumes of RAM for storing 
hash tables and their constant access and updating.

Paper [24] provides an overview of evolutionary algo-
rithms, which have recently been popular and have shown 
good results in solving complex optimization problems; 
the possibility of their application to solving the problem 
of image clustering is considered. The advantage of using 
evolutionary algorithms for image clustering is the speed of 
finding the best values of the parameters of the algorithm, 
the possibility of integrating evolutionary algorithms with 
other clustering methods, etc.

A multi-objective evolutionary image clustering algo-
rithm was proposed in [25] for the purpose of finding 
optimal cluster centers. The disadvantage of [25] is the de-
pendence of its work efficiency on the choice of the objective 
function, namely, either maximization of the intercluster 
distance or minimization of intraclass compactness. The ad-
vantage of [25] is the generation during the operation of the 
algorithm of a set of “non-dominant” solutions, which are no 
longer considered.

In work [26], the use of a genetic algorithm is proposed 
for the clustering of space images. The advantage of [26] is 
the possibility of clustering masked objects, namely, when 
the color characteristics of the object are visually close to the 
characteristics of the background. The disadvantage of [26] 
is the need to carry out a clustering operation in each of the 
color channels of the color space of the image representation.

For the segmentation of remote sensing images of the 
earth in [27], a complex clustering approach using the 
k-means algorithm and the genetic algorithm is proposed. 
The advantage of [27] is the good results of clustering 
space images into a small number of clusters, however, this 
approach is not acceptable for clustering images from un-
manned aerial vehicles.

Paper [28] proposed the use of the swarm intelligence 
algorithm, namely the particle swarm algorithm, for the 
segmentation of remote sensing images of the earth. The 
segmentation results made it possible to classify this meth-
od as a clustering method. The advantage of [28] is the 
reduction of segmentation errors of the 1st and 2nd kind in 
comparison with the classical method of k-means. The main 
drawback [28] is the need to perform clustering by the par-
ticle swarm algorithm in parallel in each brightness channel 
for a color image.

In [29], a particle swarm algorithm for clustering space 
images with complex structures is proposed. The advantages 
of [29] are the ability to effectively divide the image into a 
larger number of clusters compared to the k-means algorithm 
and to separate objects from the background even in the 
presence of masking. The disadvantage of [29] is increased 
resource costs in comparison with the k-means algorithm.

In work [16] it is proposed to segment images using the 
k-means algorithm using the Mumford-Shah model. The es-
sence of the approach [16] consists in the application of the 
k-means algorithm for the purpose of color quantization in 
color models of image representation. However, the pixels are 
grouped by clusters only in the color space without taking 
into account the connectivity between them, which, in turn, 
leads to the fragmentation of segments. It is to solve this 
problem that the Mumford-Shah model is proposed in [16]. 
The advantage of [16] is the optimization of both the shape 
of the segments and their content. The main drawback is 
the somewhat slow and complex mathematical optimization 
algorithm.

In [17], the concept of G-image was introduced to de-
fine such images that are represented in the domains of an 
irregular graph. In order to segment images of this type of 
representation, the use of C-means with a spatial informa-
tion restriction in the wavelet space is proposed in [17]. The 
advantage of [17] is the preservation of similarity taking into 
account the spatial information of the image, which is possi-
ble due to performing actions in the wavelet space, not in the 
Euclidean space. The disadvantage of [17] is the good results 
of segmentation on synthetic G-images, the results of the op-
eration of this approach on real images are not yet available.

In recent decades, artificial neural networks have been 
actively used both for solving the problem of classification 
and for the problem of image clustering. In [18], a general 
approach to image clustering based on an artificial neural 
network is considered. The advantages of this approach to 
image clustering are a parallel and distributed architecture 
of data processing, the possibility of adaptive study of own 
weights of relationships, presentation of the problem using 
only quantitative features, etc. The disadvantage of [18] is 
the impossibility of using simple one-level artificial neural 
networks for segmentation of complex images.

In [19], it is proposed to use an end-to-end unsupervised 
clustering neural network for image segmentation. The 
essence of [19] is the development of a separate clustering 
module consisting of a maximum unifying layer and a Gauss-
ian block containing two sets of training parameters. The ad-
vantage of [19] is the possibility of simultaneous training of 
a separate clustering module with other layers of the neural 
network, adaptability to the situation when the number of 
clusters is not known in advance. The disadvantage of [19] is 
the need to use an autoencoder in order to obtain the hidden 
semantics of input features.

Paper [20] proposed the use of several pre-trained CNN 
convolutional neural networks to improve clustering results. 
A necessary condition of the approach [20] is training on the 
same data set. The advantage of [20] is good clustering results 
of natural images. The main drawback of [20] is the need to 
retrain all involved convolutional neural networks at once.

The use of an algorithm that allows performing adaptive 
clustering – the growing neural gas algorithm - was pro-
posed in [21]. The advantage of using [21] for image cluster-
ing is an accurate description of the topological relationships 
between the clusters selected during the operation of the 
algorithm, and thus the problem of distributing all uncer-
tain data between clusters is well solved. The disadvantage 
of [21] is the increase in computing costs with the growth of 
data for clustering.

In [22], the integration of a self-organized neural network 
of feature mapping and the spectral clustering algorithm is 
proposed for the clustering of face images. At the first stage 
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For the clustering of space images, a method based on 
the sine-cosine algorithm is proposed in [30]. The essence 
of the approach [30] is to determine the threshold level of 
segmentation using the particle swarm algorithm using the 
trigonometric functions of sine and cosine. The advantage 
of [30] is the possibility of highlighting uncertain areas and 
masked objects in the image. The disadvantage of [30] is the 
need to calculate the sine and cosine functions in each of the 
brightness channels for a color image.

In [31], the possibility of using another method of swarm 
intelligence - the method of an artificial bee colony - was 
considered. This method has shown good results in identify-
ing the boundaries of objects of interest, but for performing 
clustering it is either unacceptable in the classical represen-
tation or requires complex application with other methods of 
image processing.

Thus, known methods of clustering based on the k-means 
algorithm use values of k from 2 to 4, depending on the task 
being solved. When segmenting images from space optical-elec-
tronic surveillance systems, the value k is chosen, as a rule, to be 
equal to two. This is due to the need to solve the task of dividing 
the source image into only two segments (background objects 
and objects of interest). Therefore, determining the number of 
clusters in images from space optical-electronic observation 
systems using the k-means algorithm is an urgent task.

3. T he aim and objectives of the study 

The purpose of this study is to experimentally determine 
the number of clusters on images from space optical-elec-
tronic surveillance systems using the k-means algorithm. 
This will make it possible to reduce the sum of type 1 and 
type 2 clustering errors.

To achieve the goal, it is necessary to solve the following 
tasks:

− to determine the main stages of the clustering method 
of images from space optical-electronic surveillance systems 
using the k-means algorithm;

− to perform clustering of the image from the space op-
tical-electronic observation system at different values of k;

− to determine the sum of type 1 and type 2 clustering 
errors and determine the number of clusters in the image 
when using the k-means algorithm.

4. The  study materials and methods 

The object of our research is the process of clustering 
images from space optical-electronic surveillance systems.

The main hypothesis of the study assumed that exper-
imental studies would make it possible to determine the 
number of clusters on images from space optical-electronic 
surveillance systems when using the k-means algorithm.

The following research methods were used during the 
research: mathematical apparatus of matrix theory, methods 
of digital image processing, methods of probability theory 
and mathematical statistics, clustering methods, iterative 
methods, methods of system analysis, methods of mathemat-
ical modeling.

The following limitations and assumptions were adopted 
during the research:

– only images from space surveillance systems are con-
sidered;

– the image is optical-electronic;
– the optical-electronic image is represented in the Red-

Green-Blue (RGB) color space;
– only the method based on the k-means algorithm is used 

for clustering, other clustering methods are not considered;
– the sum of errors of the 1st and 2nd kind is selected as an 

indicator of the quality of clustering, other indicators of the 
quality of clustering are not considered;

− determination of the number of clusters is carried out 
by an experimental method;

– a typical image from the World View 2 space opti-
cal-electronic observation system was selected during the 
experimental research;

– there are no distorting factors.

5. Research results on determining the number of clusters 
when using the k�means algorithm

5. 1. The main stages of the image clustering method 
based on the k�means algorithm

The clustering of the original optical-electronic image 
f(X) is the mapping (1):

f(X)→fc(X),   (1)

where f(X) is the starting optical-electronic image;
fc(X) is the resulting clustered image.
Clustering of the original optical-electronic image f(X)

in accordance with expression (1) involves dividing the en-
tire set of objects (pixels) of the image into relatively homo-
geneous non-intersecting subsets (clusters). The distribution 
is carried out according to the feature of the object (pixel). 
The selection of objects (pixels) in the space of features 
according to the selected comparison criterion (metric) is 
carried out relative to the value of the specified object (pix-
el) (the so-called “center”) of the subset (cluster).

The color intensity value is used as an object (pixel) fea-
ture. For a tonal image, this is the value of the color intensity 
in one-dimensional space; for RGB images – in three-di-
mensional space. The metric is the “distance” from each of 
the “centers” of the subset (cluster) to the object (pixel) of 
the image, followed by its assignment to the subset (cluster) 
whose distance to the “center” is minimal.

So, the result of clustering is function (2):

( ) ,f →X Y  (2)

where Y={1,2,…K} is the set of “centers” (numbers) of subsets 
(clusters).

Function (2) matches any object xiϵX with only one “cen-
ter” (number) of the cluster yiϵY. At the same time, each object 
(pixel) xiϵX is given the number of subsets (clusters) yiϵY.

So, the mathematical formulation of the problem of opti-
cal-electronic image clustering in general takes the form (3):
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where ( ) ( ) ( ) ( ){ }1 2, ,..., К=fc fc fc fcX X X X  are the clusters in 
the image fc(X);

d(xi,yk) is a function of the distance between objects 
(pixels) xi and yk;

yk – “centers” of subsets (clusters);
I is the number of objects (pixels) on fc(X), k=(1, 2, …, K);
K is the number of subsets (clusters) on fc(X), k=(1, 2, …, K).
The result of the clustering of optical-electronic images 

is the division of the image into subsets (clusters), the main 
requirement of which is proximity with respect to the select-
ed metric within the subset and a significant difference with 
respect to the metric from different subsets. At the same 
time, the number of subsets (clusters) can be defined, and 
their “centers” (numbers) - undefined at the beginning of 
clustering. Any of the available options for the comparison 
criterion can be chosen as the metric and is determined be-
fore starting the method.

The main stages of the method of clustering images 
from space optical-electronic surveillance systems using the 
k-means algorithm are shown in Fig. 1.

The method of clustering images from space optical-elec-
tronic surveillance systems using the k-means algorithm 
involves the following:

1. Input of initial data:

– a digital image for clustering – f(X), which is a matrix 
of elements (pixels), where each element is represented by a 
vector of characteristics (4):

f(X)={x1, x2, …, xi},  (4)

where i is the dimension of the image characteristics space.
Each element (pixel) x for clustering is represented by a 

vector of characteristics (5):

O={c1, c2, …, cn},   (5)

where n is the dimensionally of the element (pixel) charac-
teristics space.

Under the condition of tonal image clustering, the vector 
of characteristics (5) consists of the location coordinates of 
the elements (pixels) and the value of their color intensity in 
one-dimensional space. Under the condition of clustering of 
the color RGB image, the values of the elements of color in-

tensity in three-dimensional space are added 
to the vector of characteristics (5);

– number of clusters – k;
– the maximum number of iterations of 

the algorithm – T;
− the number of iterations during which 

the values of the “centers” of the clusters are 
unchanged ‒ M.

2. Selection of a randomly determined 
number of “centers” of clusters equal to k 
on the input image f(X). Such a choice is 
random only at the beginning of the k-means 
algorithm.

3. Selection of comparison criteria 
(metrics).

4. Calculation of the comparison criterion 
(metrics).

Beginning of the iterative process of 
clustering. Euclidean distance is chosen as 
a comparison criterion (metric) for image 
clustering, which is the distance between 
objects (pixels) in the n-dimensional space of 
characteristics.

This comparison criterion is calculated 
according to expression (6):

( ) ( )2

1

, ,
n

i i i i
i

d x y x y
=

= −∑  
 (6)

where xi is the pixel color intensity value;
yi is the color intensity value of the “cen-

ter” of the cluster.
5. Division of the entire set of image pix-

els into subsets (clusters) based on the results 
of calculation of expression (6) and under the 
condition of the minimum value of such a dis-
tance to the “center” of the cluster.

6. Recalculation of the “centers” of each 
subset (cluster) as the arithmetic mean of all 
their elements (pixels).

7. Reassignment of new “centers” of each 
subset (cluster).

Points 4‒7 of the k-means algorithm are repeated until 
one of the conditions for stopping the algorithm is met:

f(X), k, N, T 

(X)

f (X)

n

i i i i
i

d x y x y

Fig. 1. The main stages of the method of clustering images from space 

optical-electronic surveillance systems using the k-means algorithm
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‒ execution of the maximum number of iterations of the 
algorithm;

– the invariance of the value of the “centers” of all sub-
sets (clusters) during a certain number of iterations of the 
algorithm.

Therefore, the main goal of the k-means algorithm is to 
minimize the total intracluster variance D (expression (7)):

( )2

1

.
j k

K

j k
k O y

D O y
= ∈

= −∑ ∑  
 (7)

Given the representation of the original image in the 
RGB color space, the main stages of the method (Fig. 1) are 
applied to the Red, Green, and Blue brightness channels.

So, the method of clustering images from space opti-
cal-electronic surveillance systems when using the k-means 
algorithm involves:

– splitting the source image into RGB brightness channels;
– determination of the Euclidean distance between pixels;
– division of the entire set of image pixels into subsets 

(clusters);
– recalculation of “centers” of each subset;
– reassignment of new “centers” of each subset (cluster);
– minimization of the total intracluster variance.

5. 2. Image clustering from the space optical�elec�
tronic surveillance system

For clustering, the original optical-electronic image 
from the space observation system WorldView-2 (USA) 
(Fig. 2) [32] was chosen.

Fig. 2. Original color optical-electronic image [32
]

Experimental research was conducted on the clustering 
of the original image (Fig. 2) using the method based on 
k-means at different values of k, which we shall change from 
2 to 10. The results of clustering are shown in Fig. 3–11.

Fig. 3. Clustering of the original image using the method 

based on the k-means algorithm (k=2)

Analysis of Fig. 3‒11 indicates different visual quality 
of clustered images. As the value of k increases, the visual 
quality of clustering improves, and it is visually possible to 
identify more clusters in the images of Fig. 3–11. 

Fig. 4. Clustering of the original image using the method 

based on the k-means algorithm (k=3)

Fig. 5. Clustering of the original image using the method 

based on the k-means algorithm (k=4)

Fig. 6. Clustering of the original image using the method 

based on the k-means algorithm (k=5)

Fig. 7. Clustering of the original image using the method 

based on the k-means algorithm (k=6)

Fig. 8. Clustering of the original image using the method 

based on the k-means algorithm (k=7)
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Fig. 9. Clustering of the original image using the method 

based on the k-means algorithm (k=8)

Fig. 10. Clustering of the original image using the method 

based on the k-means algorithm (k=9)

Fig. 11. Clustering of the original image using the method 

based on the k-means algorithm (k=10)

5. 3. Determination of the sum of cluster�
ing errors of type 1 and 2 and the number of 
clusters

To determine the number of clusters, we shall 
evaluate the sum of clustering errors of type 1 and 
2 at different values of k in Fig. 3–11. It is known 
that errors of the 1st and 2nd kind are determined 
by the maximum likelihood criterion [33, 34]. 
Clustering errors of type 1 and 2 were determined 
by known expressions (8), (9) [34, 35]:

( )( )
( )( )

1
1

2

,
iS fc

S f
α =

X

X
  (8)

( )( )
( )( )

3
2

4

1 ,
S fs

S f
β = −

X

X
  (9)

where ( )( )1
iS fc X  is the defined plane of objects 

of the i-th cluster, which is mistakenly assigned 
to other clusters on the clustered image fs(X); 
S2(f(X)) is the defined plane of objects of other 
clusters, except for the i-th one in the original 
image f(X); S3(fс(X)) is the defined plane of 

correctly clustered objects on the image fс(X); S4(f(X)) is 
the defined plane of the objects of the defined cluster on the 
original image f(X).

Table 1 gives the calculations of clustering errors of 
type 1 and 2 and the sum of these errors at different values 
of k. Clustering errors of type 1 and 2 for each value of k in 
Table 1 were calculated using expressions (8) and (9). At 
the same time, images corresponding to the corresponding 
values of k were chosen as clustered images (Fig. 3–11). 
The image (Fig. 2) was chosen as the initial image at 
different values of k. The sum of errors was defined as the 
arithmetic sum of errors of the 1st and 2nd kind.

Table 1

Results of calculation of clustering errors of the 1st and 

2nd kind 

Clustering 
error

Value of k

2 3 4 5 6 7 8 9 10

1 kind, % 37.5 27.3 15.2 14.7 14.4 14.0 13.7 13.5 13.0

2 kind, % 34.4 26.5 16.1 15.7 15.3 15.0 14.6 14.3 13.8

The sum of 
errors of the 
1st and 2nd 

kind, %

71.9 53.8 31.3 30.4 29.7 29.0 28.3 27.8 26.8

Fig. 12 shows the dependence of the sum of errors of the 
1st and 2nd kind on the value of k.

Analysis of Fig. 12 reveals that when the value of k 
increases, the sum of errors of type 1 and 2 initially de-
creases exponentially (k=2, 3, 4). After the value of the 
number of clusters k=4, the fall in the sum of errors of 
the 1st and 2nd kind slows down. A further increase in the 
value of k does not lead to a significant decrease in errors 
of the 1st and 2nd kind. So, from the analysis of Fig. 12, it 
can be concluded that for a typical image from the space 
optical-electronic observation system, the value of k in the 
clustering method based on the k-means algorithm should 
be equal to 4. At the same time, the sum of errors of the 1st 
and 2nd kind is 31.3 %.

Fig. 12. The dependence of the sum of errors of the 1st and 2nd kind on the 

value of k
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6. Discussion of results of determining the number of 
clusters using the k�means algorithm

A feature of the study is the determination of the number 
of clusters on images from space optical-electronic surveil-
lance systems using the k-means algorithm. This determi-
nation of the number of clusters will allow, in contrast to, 
for example, [1, 9], clustering of the image with a reduced 
value of the sum of type 1 and type 2 clustering errors. 
Reducing the amount of clustering errors of type 1 and 2 
becomes possible thanks to the selection of a certain value 
of the number of clusters when clustering an image from a 
space optical-electronic surveillance system when using the 
k-means algorithm.

The method of clustering images from space opti-
cal-electronic surveillance systems using the k-means algo-
rithm (Fig. 1), unlike the known ones, involves:

– splitting the source image into RGB brightness channels;
– determination of the Euclidean distance between pixels;
– division of the entire set of image pixels into subsets 

(clusters);
– recalculation of “centers” of each subset;
– reassignment of new “centers” of each subset (cluster);
– minimization of the total intracluster variance.
Experimental research was conducted on the cluster-

ing of the original image (Fig. 2) by the method based on 
k-means at different values of k (k=2‒10). The results of clus-
tering are shown in Fig. 3–11. Analysis of Fig. 3–11 shows 
the different visual quality of clustered images. As the value 
of k increases, the visual quality of clustering improves, and 
a larger number of clusters can be visually determined in the 
images of Fig. 3–11.

To determine the number of clusters, the sum of cluster-
ing errors of type 1 and 2 at different values of k was evaluat-
ed. It can be seen (Fig. 12) that when the value of k increases, 
the sum of errors of the 1st and 2nd kind initially decreases 
exponentially (k=2, 3, 4). After the value of the number of 
clusters k=4, the fall in the sum of errors of the 1st and 2nd 
kind slows down. A further increase in the value of k does not 
lead to a significant decrease in errors of the 1st and 2nd kind. 
So, from the analysis of Fig. 12, it can be concluded that for a 
typical image from the space optical-electronic observation 
system, the value of k in the clustering method based on the 
k-means algorithm should be equal to 4. At the same time, 
the sum of errors of the 1st and 2nd kind is 31.3 %.

The uniqueness of the research is the determined number 
of clusters when clustering images from space optical-elec-
tronic surveillance systems using the method based on the 
k-means algorithm. This, in turn, led to a decrease in the sum 
of type 1 and type 2 clustering errors.

The following limitations and assumptions were adopted 
during the research:

– only images from space surveillance systems are con-
sidered;

– the image is optical-electronic;
– the optical-electronic image is represented in the RGB 

color space;
– only the method based on the k-means algorithm is 

used for clustering, other clustering methods are not con-
sidered;

– the sum of errors of the 1st and 2nd kind is selected as an 
indicator of the quality of clustering, other indicators of the 
quality of clustering are not considered;

 determination of the number of clusters is carried out by 
an experimental method;

– a typical image from the World View 2 space opti-
cal-electronic observation system was selected during the 
experimental research;

 there are no distorting factors.
The clustering method based on the k-means algorithm 

can be applied in the software and technical system of 
clustering images from space optical-electronic surveillance 
systems.

The disadvantage of the method is its use only for images 
from space optical-electronic surveillance systems.

Further research is aimed at the development of cluster-
ing methods that reduce the sum of errors of the 1st and 2nd 
kind.

7. Conclusions 

1. The method of clustering images from space opti-
cal-electronic surveillance systems using the k-means algo-
rithm involves:

– splitting the source image into RGB brightness channels;
– determination of the Euclidean distance between pixels;
– division of the entire set of image pixels into subsets 

(clusters);
– recalculation of “centers” of each subset;
– reassignment of new “centers” of each subset (cluster);
– minimization of the total intracluster variance.
2. Experimental studies on clustering of the original im-

age by the method based on k-means at different values of k 
were carried out. It was established that with an increase in 
the value of k, the visual quality of clustering improves, and 
it is possible to visually determine a larger number of clusters 
in the images.

3. To determine the number of clusters, the sum of clus-
tering errors of type 1 and 2 at different values of k was eval-
uated. It was established that when the value of k increases, 
the sum of errors of type 1 and 2 initially decreases exponen-
tially (k=2, 3, 4). A further increase in the value of k does 
not lead to a significant decrease in errors of the 1st and 2nd 
kind. For a typical image from the space optical-electronic 
observation system, the value of k in the clustering method 
based on the k-means algorithm should be equal to 4. At the 
same time, the sum of errors of the 1st and 2nd kind is 31.3 %.
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