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The object of research is the decision 
making support systems. The subject of the 
research is the decision making process 
in management tasks using an advanced 
jumping frog algorithm (JFA), an advanced 
genetic algorithm and evolving artificial 
neural networks. A method of finding solu-
tions with the use of improved JFA is pro-
posed. The research is based on the JFA to 
find a solution regarding the object state. 
Evolving artificial neural networks are used 
to train frog agents (FA). The method has 
the following sequence of actions:

– an input of initial data;
– processing of initial data taking into 

account the degree of uncertainty;
– calculation of the value of the cri-

terion of optimality of each permutation 
from the initial FA population;

– global search of FA;
– an improvement of the FA position in 

the search space;
– a regulation of the speed of vehicle 

movement;
– an improvement of the working con-

ditions of JFA;
– the FA rearrangement;
– an unification of all memplexes into 

one group;
– the verification of the fulfillment of 

the conditions of JFA operation;
– the search for the best FA;
– training of the FA knowledge bases.
The originality of the proposed method 

consists in the arrangement of the FA taking 
into account the uncertainty of the initial 
data, the improved procedures of global and 
local edge taking into account the degree of 
data noise about the analysis object state, 
the adjustment of the degree of data noise 
during the FA movement, the adjustment of 
the speed of the FA movement.

Also, the peculiarity of the proposed 
method is the use of an improved procedure 
for FA training. The use of the method makes 
it possible to increase the efficiency of data 
processing at the level of 14–18 % due to the 
use of additional improved procedures. The 
proposed method should be used to solve 
the problems of evaluating complex and 
dynamic processes in the interests of solving 
national security problems
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1. Introduction

Metaheuristic algorithms are widely used for optimiza-
tion in various tasks, in particular for the purpose of selecting 

informative subsets of features while building a machine 
learning model [1–5]. Removing redundant features helps 
to avoid overtraining the model and reduce its complexity. 
While using metaheuristics as a feature selection tool, a ne-
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ces sary condition is the algorithm’s ability to search in binary 
space [3–7]. However, while some metaheuristics, such as the 
genetic algorithm, were originally designed to work with bi-
nary input vectors, others were designed to work in a contin-
uous search domain. It is obvious that the genetic algorithm 
alone is not capable of being a universal tool for any data as it 
contradicts the free breakfast theorem [8].

The most famous representative of heuristic methods is 
the swarm intelligence, which describes the collective beha-
vior of a decentralized, self-organizing system [5, 6].

There are a large number of swarm algorithms, for exam-
ple: particle swarm method, ant algorithm, cuckoo, bat, fish, 
bee algorithm, colonization algorithms, etc. [7–13].

The use of swarm algorithms to find solutions regarding 
the state of the analysis objects allows:

– to analyze the stability of the state of heterogeneous 
objects in the process of combat use (exploitation);

– to analyze the direct, aggregated and mediated interac-
tion of systemic and external factors;

– to assess the reach of target situations of facility ma-
nagement;

– to scenario analyze for various destructive effects;
– to forecast the changes in the state of heterogeneous 

objects under the influence of destabilizing factors during the 
combat use (exploitation);

– to model and analyze the dynamics of changes in the 
state of interdependent parameters of heterogeneous objects.

At the same time, the use of the above mentioned swarm 
algorithms in the canonical form does not allow to obtain 
an operational assessment of the object state with a given 
reliability. The above mentioned determines the search for 
new (improvement of existing) approaches to the assessment 
and forecasting of the objects state by combining already 
known swarm algorithms with their further improvement.

Taking into account the above, an urgent scientific task 
is the development of a method of finding solutions using an 
improved algorithm of jumping frogs, which would allow to 
increase the efficiency of the decisions made regarding the 
management of the parameters of the control object with  
a given reliability.

2. Literature review and problem statement 

The work [9] presents a cognitive modeling algorithm. The 
main advantages of cognitive tools are defined. The lack of 
consideration of the uncertainty type about the analysis object 
state should be attributed to the shortcomings of this approach.

The work [10] disclosed the essence of cognitive modeling 
and scenario planning. A system of complementary principles 
of building and implementing scenarios is proposed, different 
approaches to building scenarios are highlighted, the proce-
dure for modeling scenarios based on fuzzy cognitive maps 
is described. The approach proposed by the authors does not 
allow to take into account the type of uncertainty about the 
analysis object state and does not take into account the noise 
of the initial data.

The work [11] carries out an analysis of the main ap-
proaches to cognitive modeling. Cognitive analysis allows: to 
investigate problems with unclear factors and relationships;  
to take into account changes in the external environment and use 
objectively formed trends in the development of the situation 
in one’s interests. At the same time, the issue of describing com-
plex and dynamic processes remains unexplored in this work.

The work [12] presents a method of analyzing large data 
sets. The specified method is focused on finding hidden infor-
mation in large data sets. The method includes the operations 
of generating analytical baselines, reducing variables, detect-
ing sparse features and specifying rules. The disadvantages of 
this method include the impossibility of taking into account 
different decision evaluation strategies, the lack of taking 
into account the type of uncertainty of the input data.

The work [13] presents a mechanism of transformation of 
information models of construction objects to their equivalent 
structural models. This mechanism is intended to automate 
the necessary operations of conversion, modification and addi-
tion during such information exchange. The shortcomings of 
the mentioned approach include the impossibility of assessing 
the adequacy and reliability of the information transformation 
process, and the appropriate correction of the obtained models.

The work [14] developed an analytical web-platform 
for the research of geographical and temporal distribution 
of incidents. Web-platform, contains several information 
panels with statistically significant results by territory. The 
disadvantages of the specified analytical platform include the 
impossibility of assessing the adequacy and reliability of the 
information transformation process, and high computational 
complexity. Also, one of the shortcomings of the mentioned 
research should be attributed to the fact that the search for  
a solution is not unidirectional.

The work [15] developed a method of fuzzy hierarchical 
assessment of library service quality. The specified method al-
lows to evaluate the quality of libraries based on a set of input 
parameters. The disadvantages of the specified method include 
the impossibility of assessing the adequacy and reliability of the 
assessment and, accordingly, determining the assessment error.

The work [16] carried out an analysis of 30 algorithms 
for processing large data sets. Their advantages and disad-
vantages are shown. It has been established that the analysis 
of large data sets should be carried out in layers, take place in 
real time and have the opportunity for self-learning. Among 
the disadvantages of these methods should be attributed 
their high computational complexity and the impossibility of 
checking the adequacy of the obtained estimates.

The work [17] presents an approach for evaluating input 
data for decision making support systems. The essence of the pro-
posed approach consists in the clustering of the basic set of input 
data, their analysis, after which the system is trained based on 
the analysis. The disadvantages of this approach are the gradual 
accumulation of assessment and training errors due to the lack 
of an opportunity to assess the adequacy of the decisions made.

The work [18] presents an approach to data processing from 
various sources of information. This approach allows to process 
data from various sources. The disadvantages of this approach 
include the low accuracy of the obtained estimate and the im-
possibility of verifying the reliability of the obtained estimate.

The work [19] carried out a comparative analysis of ex-
isting decision making support systems, namely: the method 
of analyzing hierarchies, neural networks, the theory of fuzzy 
sets, genetic algorithms and neuro-fuzzy modeling. The ad-
vantages and disadvantages of these approaches are indicated.  
The spheres of their application are defined. It is shown that 
the method of analyzing hierarchies works well in the con-
dition of complete initial information, but due to the need 
for experts to compare alternatives and choose evaluation 
criteria, it has a high share of subjectivity. For forecasting 
problems in the conditions of risk and uncertainty, the use 
of the theory of fuzzy sets and neural networks is justified.
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The work [20] developed a method of structural and 
objective analysis of the development of weakly structured 
systems. An approach to the research of conflict situations 
caused by contradictions in the interests of subjects that 
affect the development of the studied system and methods of 
solving poorly structured problems based on the formation of 
scenarios for the development of the situation. At the same 
time, the problem is defined as a discrepancy between the 
existing state of the system and the required one set by the 
management entity. At the same time, the disadvantages of 
the proposed method include the problem of the local opti-
mum and the inability to conduct a parallel search.

The work [21] presents a cognitive approach to simu-
lation modeling of complex systems. The advantages of the 
specified approach, which allows to describe the hierarchical 
components of the system, are shown. The shortcomings of 
the proposed approach include the lack of consideration of 
the computing resources of the system.

The work [22] indicated that the most popular evolutio-
nary bio-inspired algorithms are the so-called «swarm» pro-
cedures (Particle Swarm Optimization – PSO). Among them, 
there are optimization algorithms based on cat swarms (Cat 
Swarm Optimization – CSO), which are very promising both 
from the point of view of speed and ease of implementation. 
These algorithms have proven their effectiveness in solving  
a number of rather complex tasks and have already undergone  
a number of modifications. Among the modifications, proce-
dures based on harmonic search, fractional derivatives, adapta-
tion of search parameters and, finally, «crazy cats» can be noted.

In this work [23], the jumping frog algorithm (JFA) is 
researched, which is successfully used to optimize the param-
eters of the classifier.

At the same time, the researches [22, 23] are not without 
some shortcomings that worsen the properties of the global 
extremum search process.

The basic FA algorithm consists of the following sequence 
of actions:

1. Setting the initial parameters.
2. Generation of the frog population.
3. Evaluation of the suitability of each frog.
4. Population sorting.
5. Division of the population.
6. Local search.
7. Unification of different groups.
8. Checking the maximum number of iterations.
At the same time, the basic JFA requires a long search for 

solutions and significant computing costs, which does not 
allow it to be used in real time.

An analysis of works [9–23] showed that the common 
shortcomings of the above mentioned researches are:

– the lack of possibility of forming a hierarchical system 
of indicators;

– the lack of consideration of computing resources of the 
system;

– the lack of mechanisms for adjusting the system of indi-
cators during the assessment;

– a failure to take into account the type of uncertainty 
and noise of data on the analysis object state, which creates 
corresponding errors while assessing its real state;

– the lack of deep learning mechanisms of knowledge bases;
– a high computational complexity;
– the lack of consideration of computing (hardware) re-

sources available in the system;
– the lack of search priority in a certain direction.

The problem that needs to be solved in the research is 
to increase the efficiency of solving the tasks of analysis and 
multidimensional forecasting of the object state, while ensur-
ing the given reliability.

For this purpose, it is proposed to develop a method for 
finding solutions using an improved algorithm of jumping frogs.

3. The aim and objectives of the research

The aim of the research is the development of a method 
for finding solutions using an improved algorithm of jump- 
ing frogs. This will allow to increase the efficiency of assess-
ment and multidimensional forecasting with a given reli-
ability and the development of subsequent management 
decisions. This will make it possible to develop software for 
intelligent decision making support systems.

To achieve the aim, the following objectives were set:
– to determine the algorithm for implementing the method;
– to give an example of the application of the method in the 

analysis of the operational situation of a group of troops (forces).

4. Research materials and methods

The problem, which is solved in the research, is to in-
crease the efficiency of decision making in management tasks 
while ensuring the given reliability regardless of the object 
hierarchy. The object of research is the decision making sup-
port system. The subject of the research is the decision mak-
ing process in management tasks using an improved jumping 
frog algorithm, an improved genetic algorithm and evolving 
artificial neural networks.

Research hypothesis is an opportunity to increase the ef-
ficiency of decision making due to the use of an improved al-
gorithm of jumping frogs with a given assessment reliability.

A simulation of the work of the proposed method was 
carried out in the MathSad 14 software environment (USA). 
As a problem, which was solved during the simulation, there 
were assessment elements of the operational situation of  
a group of troops (forces). The hardware of the research pro-
cess is AMD Ryzen 5.

The operational grouping of troops (forces) was conside-
red as an object of assessment and management. An opera-
tional grouping of troops (forces) formed on the basis of an 
operational command with a typical composition of forces 
and devices according to the wartime staff and with a range 
of responsibility in accordance with current regulations.

The research is based on algorithm of jumping frogs – for 
finding a solution regarding the object state. Evolving artifi-
cial neural networks are used to train jumping frogs.

5. The development of a method for finding solutions 
using an improved algorithm of jumping frogs

5. 1. An algorithm for implementing the method of find
ing solutions using the improved algorithm of jumping frogs

The method of finding solutions using the improved al-
gorithm of jumping frogs consists of the following sequence 
of actions.

Step 1. Input of initial data. At this stage, the initial data 
available on the object to be analyzed are entered. The exist-
ing model of the analysis object is also initialized. The initi-
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ation of the initial population of frog agents (FA) is repre-
sented as a set of points in the space of permutations Sn with 
the Kendall metric of the form S = (s1, s2,…, sn). Each element 
of the vector corresponds to the features of the observation 
table, n is the number of features. The value of the vector 
element si = 0 shows that the i-th feature does not participate 
in the classification, si = 1 means that the first feature is used 
by the classifier. In this action, a modification of algebraic 
operations is proposed, which allows the algorithm to operate 
on binary input vectors, since all arithmetic operators are re-
placed by logical ones. According to this idea, the operations 
of multiplication, addition, and subtraction are replaced by 
conjunction, disjunction, and strict disjunction, respectively:

S r S S Sb w w
∗ = ∧ ⊕( )∨ , (1)

where r is the arbitrary binary vector.
Step 2. Processing of raw data taking into account the 

degree of uncertainty.
At this stage, the type of uncertainty about the object to 

be analyzed is taken into account and the basic state model of 
the object to be analyzed is initialized [2, 19, 21]. At the same 
time, the degree of uncertainty can be: full awareness; partial 
uncertainty and total uncertainty. This is done with the help 
of correction coefficients.

Step 3. Calculation of the value of the criterion of opti-
mality of each permutation from the initial population of FA. 
This procedure is carried out using an improved genetic algo-
rithm developed by the authors in the work [22].

Step 4. Ordering of the decision in order of decreasing 
value of the criterion of optimality.

Step 5. Global FA search.
The procedure consists in sorting the input vectors by the 

value of the fitness function and dividing the population of FA 
into subgroups. Within each subgroup, a local search is carried 
out independently, in which the worst vectors are updated.

In the fitness function, it is important to take into 
account both the quality of the construction of the classifi-
cation model and the share of selected features in order to 
reduce their number:

Fit S Error S
n
n

( ) = × ( ) + −( )×
∗

α α1 , (2)

where Error(S) is the classification error on the vector S, n* is 
the number of elements in the vector S equal to one, α is the 
priority coefficient of one part of the function over another.

The vectors are updated according to the following 
principle. Zb and Zw are selected as vectors with the best and 
worst values of the fitness function in the group. Then, the 
intermediate vector Z* is calculated:

Z Zr c Z Zb w w
∗ = × × − +( ) , (3)

where r is a uniformly distributed random number from 0 to 1, 
c is the vector update coefficient. If the value of the fitness 
function of the vector Z* exceeds the fitness function of the 
vector Zw, Z* replaces Zw. Otherwise, the Z* vector is recom-
puted, but the global best vector Z0 is used instead of Zb.  
If even in this case it is not possible to improve the vector Zw, 
it is overwritten with a randomly generated deviation.

The algorithm accepts the following parameters as input: 
the number of subgroups G, the number of vectors in this 
group F, the update factor of input vectors c, the number of 
iterations for global and local search Tgl and Tk, respectively.

Separation of FA solutions into memplex blocks in such  
a way that the first FA in the sorted list goes to the first mem-
plex, the second FA is entered into the second memplex, etc. 
This continues until all FA are distributed into the specified 
number of memplexes.

Step 6. Regulation of the vehicle movement speed.
In each memplex with the number k∈{1, 2,..., K}, find the 

best sk1 and the worst sk2 solution. To perform this action, 
it is necessary to have some continuous vector that charac-
terizes the features. Most often, such a vector is a velocity 
vector. There is no such vector in the canonical JP algorithm,  
so it is suggested to calculate the speed of the worst vector Sw 
as follows:

V S S r S S rw b w= −( ) × + −( ) ×0 1 2, (4)

where r1 and r2 are vectors filled with random real values 
in the range from 0 to 1. Then, the received value must be 
matched with a binary equivalent.

Step 6. 1. At the first step, the transformation function, 
taking as input the value of the velocity of the element of the 
vector Sw, calculates a number that belongs to the range [0;1].

Step 6. 2. Direct update of elements according to the 
transformation rule.

Several families of transformation functions are distin-
guished. The two most commonly used families are S- and 
V-shaped charts. As an S-shaped transformation function, the 
basic version of the sigmoid was used:

F v ei
vi

1 1 1( ) = +( )−/ , (5)

where vi is the speed value of the i-th element.
V-like functions have a wide variety of variations, so two 

functions were chosen for the research. The first is calculated 
using the hyperbolic tangent:

F v vi i2 ( ) ( )=| |,tanh  (6)

the second is given by the following expression:

F v v vi i i3
21( ) = +/ . (7)

Transformational rules differ in the principle of updating 
elements. In the first rule R1, the element is given a strictly 
binary value:

if rand F vi< ( ), then si = 1, otherwise si = 0, (8)

where F(vj) is one of the three transformation functions, rand 
is a uniformly distributed random number, rand∈[0,1]. The 
second rule R2 either replaces the element with its opposite 
or does not change it:

if rand F vi< ( ), then s si i= ⊕1. (9)

Step 7. Improvement of the FA position in the search 
space. An improvement of the position of the worst FA by 
moving it in the direction of the best FA, taking into account 
the degree of noise of the original data [3]. This happens us-
ing the crossover operator s = Cross (sk1, sk2).

Step 8. An improvement of working conditions of JFA.
If the previous operation does not improve the solution, 

try to improve the position of the worst FA by moving it in 
the direction of the globally best FA s = Cross (sk1, s11).
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Step 9. FA rearrangement.
If the last operation does not lead to an improvement in 

the position of the FA, then instead of the FA, randomly cre-
ate a new FA in the search area – a permutation.

Step 10. Unification of all memplexes into one group.
The function compares two binary vectors element by 

element; if the value of the element at the same position 
coincides, then the given value will be written to this posi-
tion in the resulting vector. Otherwise, a random number is 
generated from the interval from 0 to 1 [24–35]. If it is less 
than or equal to 0.5, then the corresponding position of the 
new vector is written by the element from the worse vector. 
Otherwise, an element from a better vector will be displayed 
at this location.

Thus, the merge function can be given as follows:

merge S S

s s s s s

s s s s ranw b

i wi bi wi bi

i wi wi bi,

, ,

,( ) =

= = =

= ≠

∗

∗

if

if and dd

s s s s randi bi wi bi

≤

= ≠ >







 ∗

0 5

0 5

. ,

, . ,if and

 (10)

where rand is a random uniformly distributed number, 
rand∈[0,1].

Step 11. If the conditions for completing the algorithm 
are not met, then proceed to step 3.

Step 12. Search for the best FA.
The last globally best FA corresponds to a suboptimal 

solution to the problem.
Step 13. Training of the knowledge bases of FA.
In this research, the learning method based on evolving 

artificial neural networks, developed in the research [2], is 
used to learn the knowledge bases of each FA.

The end of the algorithm.

5. 2. An example of the application of the proposed 
method in the analysis of the operational grouping of 
troops (forces)

The proposed method of finding solutions with the use of 
improved JFA.

The simulation of the solution search processing method 
was carried out in accordance with steps 1–13. Simulation of 
the work of the proposed method was carried out in the Math-
Sad 14 software environment (USA). The assessment of ele-
ments of the operational situation of the group of troops (for-
ces) was the task to be solved during the simulation.

An initial data for assessing the state of the operational 
situation using the improved method:

– the number of sources of information about the state of 
the monitoring object is 3 (radio monitoring tools, remote sens-
ing of the earth and unmanned aerial vehicles). To simplify the 
modeling, the same amount of each tool was taken – 4 tools each;

– the number of informational signs by which the state of 
the monitoring object is determined is 12. Such parameters 
include: ownership, type of organizational and staff forma-
tion, priority, minimum width along the front, maximum 
width along the front. The number of personnel, minimum 
depth along the flank, maximum depth along the flank, 
the number of samples of weapons and military equipment 
(WME), the number of types of WME samples and the 
number of communication devices), the type of operational 
construction are also taken into account;

– the variants of organizational and personnel formations 
– company, battalion, brigade.

Two-time cross-validation was used in the simulation. 
The algorithm was run 30 times on each sample. The task 
that was solved when the algorithm was launched was to 
determine the organizational and staff structure of the opera-
tional group of troops (forces). The classification was carried 
out according to a set of relevant features that determine 
the affiliation and type of organizational staff structure to 
one or another class. The final result is the determination of 
the number of objects and their corresponding classification. 
The resulting classification quality scores were averaged over 
the number of runs and two samples of each signature. The 
following indicators were recorded: overall accuracy, false 
rejection rate (FRR), false acceptance rate (FAR), and the 
number of features remaining in the set.

The structure of the classifier was generated by the algo-
rithm taking into account the extreme values of the classes. 
Triangular functions of accessories were chosen as terms. The 
JFA parameters are as follows: the number of groups is 4, each 
of them has 10 vectors; local iterations are 5, global iterations 
are 50. The coefficient in the fitness function was equal to 0.5. 
In the table 1 presents a list of binarization methods used in 
JFA and their designations.

Table 2 contains the received classification indicators on 
test samples. The best results by indicator are marked in bold.

The average ranks obtained while comparing the results 
of all users using the Friedman criterion are presented in  
the Table 3.

The best overall accuracy results were demonstrated by 
V-shaped transformation functions with the R2 rule (11). 
At the same time, function F2(8) showed the best result in 
combination with the merging operation and function F3(9) – 
individually. The first-order error was the smallest while 
using F2 with the R2 rule both in the absence and presence 
of the merge operation. The smallest second-order error was 
obtained using F1(7) and the R1 rule (10) in combination 
with the merge operation. The best feature reduction ability 
was demonstrated by the F3 function with the R1 rule and the 
merge operation.

Table	1
Numbering	of	JFA	binarization

The method The method

MAO Modified algebraic operations (3) F3R2 The transformation function F3(9)+rule R2(11)

merge Merge operation (4) F1R1m The transformation function F1(7)+rule R1(10)+merger operation

MAOm Modified algebraic operations+merger operation (5) F2R1m The transformation function F2(8)+rule R1(10)+merger operation

F1R1 The transformation function F1(7)+rule R1(10) F3R1m The transformation function F3(9)+rule R1(10)+merger operation

F2R1 The transformation function F2(8)+rule R1(10) F1R2m The transformation function F1(7)+rule R2(11)+merger operation

F3R1 The transformation function F3(9)+rule R1(10) F2R2m The transformation function F2(8)+rule R2(11)+merger operation

F1R2 The transformation function F1(7)+rule R2(11)
F3R2m The transformation function F3(9)+rule R2(11)+merger operation

F2R2 The transformation function F2(8)+rule R2(11)
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Table	2

The	results	of	building	a	fuzzy	classifier	on	subsets		
of	features	selected	by	JFA

The method Precision FRR FAR Characteristics

МАО 83.9 ± 7.5 25.1 ± 14.0 7.1 ± 8.1 43.9 ± 4.3

merge 86.7 ± 6.9 20.2 ± 13.0 6.3 ± 7.6 34.2 ± 3.6

MAOm 85.5 ± 7.7 21.1 ± 14.3 7.9 ± 9.2 20.5 ± 4.1

F1R1 85.2 ± 7.4 23.0 ± 13.3 6.5 ± 8.0 40.4 ± 4.1

F2R1 85.6 ± 7.3 21.9 ± 13.5 7.0 ± 8.2 28.0 ± 4.2

F3R1 86.1 ± 7.2 20.7 ± 13.7 7.0 ± 8.3 24.6 ± 4.3

F1R2 83.8 ± 7.6 25.4 ± 14.2 7.1 ± 8.2 43.5 ± 4.1

F2R2 87.0 ± 7.2 19.3 ± 13.3 6.8 ± 8.1 30.0 ± 4.0

F3R2 87.1 ± 7.0 19.4 ± 13.1 6.4 ± 7.7 31.1 ± 4.0

F1R1m 85.3 ± 7.3 23.2 ± 13.5 6.2 ± 7.8 39.1 ± 3.9

F2R1m 85.9 ± 7.5 20.1 ± 13.9 8.0 ± 9.3 19.7 ± 5.1

F3R1m 85.6 ± 7.7 20.1 ± 14.1 8.6 ± 9.6 17.6 ± 4.6

F1R2m 84.2 ± 7.4 24.2 ± 13.6 7.5 ± 8.6 44.8 ± 4.1

F2R2m 87.1 ± 7.0 19.0 ± 12.9 6.9 ± 8.1 29.4 ± 4.0

F3R2m 86.7 ± 6.9 20.0 ± 13.0 6.7 ± 7.9 30.1 ± 3.9

Table	3

Average	ranks	according	to	the	Friedman’s	criterion

The method Precision FRR FAR Characteristics

МАО 4.8 11.3 7.8 13.9

merge 10.9 6.2 6.1 10.0

MAOm 5.9 8.9 10.5 2.8

F1R1 8.1 9.2 6.4 11.9

F2R1 7.1 9.0 8.4 5.3

F3R1 8.0 8.0 8.1 4.0

F1R2 4.7 12.1 7.5 13.5

F2R2 11.0 4.6 7.3 7.4

F3R2 11.6 5.1 5.7 8.9

F1R1m 8.4 9.7 5.3 11.1

F2R1m 6.9 7.4 11.0 2.2

F3R1m 6.1 7.6 12.0 1.0

F1R2m 5.5 10.2 8.9 14.6

F2R2m 11.1 4.6 8.0 6.0

F3R2m 10.1 6.2 7.1 7.5

The results of the comparative evaluation according to 
the criterion of efficiency of the evaluation are shown in  
the Table 4.

Table	4
The	results	of	problem	solving

No.  
iteration

Method of 
branches and 

boundaries [17]

Genetic 
algo-

rithm [12]

Canonical 
JFA [23]

Improved 
JFA

N T, s T, s T, s T, s

5 1.125 1.125 1.125 1.05

10 0.625 0.625 0.625 0.450

15 48.97 58.20 58.28 55.71

20 106.72 44.29 43.75 41.33

30 –0.1790 –0.0018 –0.0002 –0.00008

40 –0.158 –0.070 –0.069 –0.08

50 97.76 –974.30 –3.72 –331.18

100 –133.28 –195.71 –196.24 –198.12

200 7980.89 7207.49 7198.43 7022.85

As can be seen from the table 4, the gain of the specified 
method of searching for solutions is from 14 to 18 % accord-
ing to the criterion of speed of data processing.

6. The discussion of the results of the development  
of the method of finding solutions using the improved 

algorithm of jumping frogs

The main advantages of the proposed method are:
– it has a flexible hierarchical structure of indicators, which 

allows reducing the task of multi-criteria evaluation of alterna-
tives to one criterion or using a vector of indicators for selection;

– a smaller error in assessing the state of the object due to 
the improved transformation procedure;

– an unambiguousness of the obtained assessment of the 
analysis object state;

– an universality of application due to adaptation of the 
system of indicators during the work;

– it does not accumulate learning error due to the use of 
the learning procedure;

– the possibility of comprehensive learning of the archi-
tecture and parameters of artificial neural networks;

– taking into account the type of uncertainty of the initial 
data while building models of a heterogeneous analysis object;

– the possibility of finding a solution in several directions;
– a high reliability of the obtained solutions while search-

ing for a solution in several directions;
– an absence of falling into the local optimum trap.
The limitations of the research are the need to have an 

initial database on the analysis object state, the need to 
take into account the time delay for collection and proving 
information from intelligence sources. The advantages of the 
proposed method are due to the following:

– the type of uncertainty is taken into account while 
setting up an FA (Step 2);

– during the movement of the FA, the degree of noise of 
the data on the state of the object is taken into account;

– the universality of solving the task of analyzing the 
state of FA objects due to the hierarchical nature of their 
description (Steps 1–13);

– the possibility of quick search for solutions due to 
the simultaneous search for a solution by several indivi-
duals (Steps 1–13);

– the adequacy of the obtained results (Steps 1–13);
– the ability to avoid the local extremum problem 

(Steps 1–13);
– taking into account the degree of noise of the data on the 

state of the object during the movement of the FA (Step 7);
– using improved binarization procedures (Step 1, ex-

pression (1));
– by calculating the speed of the FA (Step 6, expres-

sions (4), (5));
– the possibility of in-depth learning of the knowledge 

bases of FA (Step 13).
The disadvantages of the proposed method include:
– the loss of informativeness while assessing the analysis 

object state due to the construction of the membership function;
– a lower accuracy of assessment on a single parameter of 

assessment of the analysis object state;
– the loss of credibility of the obtained solutions while 

searching for a solution in several directions at the same time;
– a lower assessment accuracy compared to other assess-

ment methods.
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This method will allow:
– to assess the state of the heterogeneous analysis object;
– to determine effective measures to improve manage-

ment efficiency;
– to increase the speed of assessment of the state of  

a heterogeneous analysis object;
– to reduce the use of computing resources of decision 

making support systems.
The proposed approach should be used to solve problems 

of evaluating complex and dynamic processes characterized 
by a high degree of complexity.

This research is a further development of researches 
aimed at developing method principles for increasing the 
efficiency of processing various types of data, which were 
published earlier [2, 4–6, 23].

The directions of further research should be aimed at 
reducing computing costs while processing various types of 
data in special purpose systems.

7. Conclusions

1. An algorithm for the implementation of the method has 
been determined, thanks to additional and improved proce-
dures, which allows:

– to take into account the type of uncertainty and noisy data;
– to take into account the available computing resources 

of the state analysis system of the analysis object;
– to take into account the priority of the traffic of FA;
– to carry out the initial exhibition of individuals of FA, 

taking into account the type of uncertainty;
– to carry out accurate training of FA individuals;
– to determine the best individuals of FA using a genetic 

algorithm;
– to conduct a local and global search taking into account 

the degree of noise of the data on the analysis object state;
– to conduct training of knowledge bases, which is car-

ried out by training the synaptic weights of the artificial 
neural network, the type and parameters of the membership 
function, the architecture of individual elements and the ar-
chitecture of the artificial neural network as a whole;

– to be used as a universal tool for solving the task of 
analyzing the state of analysis objects due to the hierarchical 
description of analysis objects;

– to check the adequacy of the obtained results;
– to calculate the speed of the FA;
– to avoid the problem of local extremum.

2. An example of the use of the proposed method was 
conducted using the example of assessing and forecast-
ing the state of the operational situation of a group of 
troops (forces). 

The specified example showed a 14–18 % increase in the 
efficiency of data processing due to the use of additional im-
proved procedures. 

The mentioned procedures: addition of correction coef-
ficients regarding the uncertainty and noise of data, selec-
tion of FA, calculation of the speed of FA movement and  
FA training.

Conflict of interest

The authors declare that they have no conflict of interest 
in relation to this research, including financial, personal,  
authorship, or any other, that could affect the research and its 
results presented in this article.

Financing

The research was conducted without financial support.

The availability of data

The manuscript has associated data in the data repository.

Acknowledgements

The author’s team expresses gratitude for providing assis-
tance in the preparation of the article:

– Shovkovska Nataliya – a teacher of secondary school of 
grades I–III No. 2 in Svitlovodsk, Kirovohrad region;

– doctor of technical sciences, professor Kuvshinov Olek-
siy – deputy head of the educational and scientific institute 
of the national defense university of Ukraine named after 
Ivan Chernyakhovsky;

– doctor of technical sciences, professor Rotshtein Olek-
sandr – professor of the Mahon Lev polytechnic institute  
of Jerusalem;

– PhD, associate professor Bashkirov Oleksandr – lead-
ing researcher of the central research institute of armaments 
and military equipment of the Armed Forces of Ukraine.

References

1. Bashkyrov, O. M., Kostyna, O. M., Shyshatskyi, A. V. (2015). Rozvytok intehrovanykh system zviazku ta peredachi danykh dlia 

potreb Zbroinykh Syl. Ozbroiennia ta viyskova tekhnika, 1, 35–39. Available at: http://nbuv.gov.ua/UJRN/ovt_2015_1_7

2. Dudnyk, V., Sinenko, Y., Matsyk, M., Demchenko, Y., Zhyvotovskyi, R., Repilo, I. et al. (2020). Development of a method for training 

artificial neural networks for intelligent decision support systems. Eastern-European Journal of Enterprise Technologies, 3 (2 (105)),  

37–47. doi: https://doi.org/10.15587/1729-4061.2020.203301 

3. Sova, O., Shyshatskyi, A., Salnikova, O., Zhuk, O., Trotsko, O., Hrokholskyi, Y. (2021). Development of a method for assessment and 

forecasting of the radio electronic environment. EUREKA: Physics and Engineering, 4, 30–40. doi: https://doi.org/10.21303/2461-

4262.2021.001940 

4. Pievtsov, H., Turinskyi, O., Zhyvotovskyi, R., Sova, O., Zvieriev, O., Lanetskii, B., Shyshatskyi, A. (2020). Development of an ad-

vanced method of finding solutions for neuro-fuzzy expert systems of analysis of the radioelectronic situation. EUREKA: Physics 

and Engineering, 4, 78–89. doi: https://doi.org/10.21303/2461-4262.2020.001353 



Eastern-European Journal of Enterprise Technologies ISSN 1729-3774 4/3 ( 124 ) 2023

52

5. Zuiev, P., Zhyvotovskyi, R., Zvieriev, O., Hatsenko, S., Kuprii, V., Nakonechnyi, O. et al. (2020). Development of complex methodo-

logy of processing heterogeneous data in intelligent decision support systems. Eastern-European Journal of Enterprise Technologies, 

4 (9 (106)), 14–23. doi: https://doi.org/10.15587/1729-4061.2020.208554 

6. Shyshatskyi, A. (2020). Complex Methods of Processing Different Data in Intellectual Systems for Decision Support System. In-

ternational Journal of Advanced Trends in Computer Science and Engineering, 9 (4), 5583–5590. doi: https://doi.org/10.30534/

ijatcse/2020/206942020 

7. Yeromina, N., Kurban, V., Mykus, S., Peredrii, O., Voloshchenko, O., Kosenko, V. et al. (2021). The Creation of the Database for 

Mobile Robots Navigation under the Conditions of Flexible Change of Flight Assignment. International Journal of Emerging Tech-

nology and Advanced Engineering, 11 (5), 37–44. doi: https://doi.org/10.46338/ijetae0521_05 

8. Rotshteyn A. P. (1999). Intellektual’nye tekhnologii identifikatsii: nechetkie mnozhestva, geneticheskie algoritmy, neyronnye seti. 

Vinnitsa: «UNIVERSUM», 320.

9. Alpeeva, E. A., Volkova, I. I. (2019). The use of fuzzy cognitive maps in the development of an experimental model of automa-

tion of production accounting of material flows. Russian Journal of Industrial Economics, 12 (1), 97–106. doi: https://doi.org/ 

10.17073/2072-1633-2019-1-97-106 

10. Zagranovskaya, A. V., Eissner, Y. N. (2017). Simulation scenarios of the economic situation based on fuzzy cognitive maps. Modern 

economics: problems and solutions, 10, 33–47. doi: doi: https://doi.org/10.17308/meps.2017.10/1754 

11. Simankov, V. S., Putyato, M. M. (2013). Issledovanie metodov kognitivnogo analiza. Sistemniy analiz, upravlenie i obrabotka infor-

matsii, 13, 31–35.

12. Ko, Y.-C., Fujita, H. (2019). An evidential analytics for buried information in big data samples: Case study of semiconductor manu-

facturing. Information Sciences, 486, 190–203. doi: https://doi.org/10.1016/j.ins.2019.01.079 

13. Ramaji, I. J., Memari, A. M. (2018). Interpretation of structural analytical models from the coordination view in building informa-

tion models. Automation in Construction, 90, 117–133. doi: https://doi.org/10.1016/j.autcon.2018.02.025 

14. P rez-Gonz lez, C. J., Colebrook, M., Roda-Garc a, J. L., Rosa-Remedios, C. B. (2019). Developing a data analytics platform to 

support decision making in emergency and security management. Expert Systems with Applications, 120, 167–184. doi: https://

doi.org/10.1016/j.eswa.2018.11.023 

15. Chen, H. (2018). Evaluation of Personalized Service Level for Library Information Management Based on Fuzzy Analytic Hierar-

chy Process. Procedia Computer Science, 131, 952–958. doi: https://doi.org/10.1016/j.procs.2018.04.233 

16. Chan, H. K., Sun, X., Chung, S.-H. (2019). When should fuzzy analytic hierarchy process be used instead of analytic hierarchy 

process? Decision Support Systems, 125, 113114. doi: https://doi.org/10.1016/j.dss.2019.113114 

17. Osman, A. M. S. (2019). A novel big data analytics framework for smart cities. Future Generation Computer Systems, 91, 620–633. 

doi: https://doi.org/10.1016/j.future.2018.06.046 

18. G dri, I., Kardos, C., Pfeiffer, A., V ncza, J. (2019). Data analytics-based decision support workflow for high-mix low-volume pro-

duction systems. CIRP Annals, 68 (1), 471–474. doi: https://doi.org/10.1016/j.cirp.2019.04.001 

19. Harding, J. L. (2013). Data quality in the integration and analysis of data from multiple sources: some research challenges. The 

International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, XL-2/W1, 59–63. doi: https://

doi.org/10.5194/isprsarchives-xl-2-w1-59-2013 

20. Barbrook-Johnson, P., Penn, A. S. (2022). Fuzzy Cognitive Mapping. Systems Mapping, 79–95. doi: https://doi.org/10.1007/978-

3-031-01919-7_6 

21. Koval, M., Sova, O., Shyshatskyi, A., Artabaiev, Y., Garashchuk, N., Yivzhenko, Y. et al. (2022). Improving the method for increas-

ing the efficiency of decision-making based on bio-inspired algorithms. Eastern-European Journal of Enterprise Technologies,  

6 (4 (120)), 6–13. doi: https://doi.org/10.15587/1729-4061.2022.268621 

22. Koshevoy, N. D., Gordienko, V. A., Sukhobrus, Ye. A. (2014). Optimization for the design matrix realization value with the aim to 

investigate technological processes. Telecommunications and Radio Engineering, 73 (15), 1383–1386. doi: https://doi.org/10.1615/

telecomradeng.v73.i15.60 

23. Koshlan, A., Salnikova, O., Chekhovska, M., Zhyvotovskyi, R., Prokopenko, Y., Hurskyi, T. et al. (2019). Development of an 

algorithm for complex processing of geospatial data in the special-purpose geoinformation system in conditions of diversity and 

uncertainty of data. Eastern-European Journal of Enterprise Technologies, 5 (9 (101)), 35–45. doi: https://doi.org/10.15587/1729-

4061.2019.180197 

24. Mahdi, Q. A., Shyshatskyi, A., Prokopenko, Y., Ivakhnenko, T., Kupriyenko, D., Golian, V. et al. (2021). Development of estimation 

and forecasting method in intelligent decision support systems. Eastern-European Journal of Enterprise Technologies, 3 (9 (111)), 

51–62. doi: https://doi.org/10.15587/1729-4061.2021.232718 

25. Emel’yanov, V. V., Kureychik, V. V., Kureychik, V. M., Emel’yanov, V. V. (2003). Teoriya i praktika evolyutsionnogo modelirovaniya. 

Moscow: Fizmatlit, 432.

26. Gorokhovatsky, V., Stiahlyk, N., Tsarevska, V. (2021). Combination method of accelerated metric data search in image classification 

problems. Advanced Information Systems, 5 (3), 5–12. doi: https://doi.org/10.20998/2522-9052.2021.3.01 



Control processes

53

27. Levashenko, V., Liashenko, O., Kuchuk, H. (2020). Building Decision Support Systems based on Fuzzy Data. Advanced Information 

Systems, 4 (4), 48–56. doi: https://doi.org/10.20998/2522-9052.2020.4.07 

28. Meleshko, Y., Drieiev, O., Drieieva, H. (2020). Method of identification bot profiles based on neural networks in recommendation 

systems. Advanced Information Systems, 4 (2), 24–28. doi: https://doi.org/10.20998/2522-9052.2020.2.05 

29. Kuchuk, N., Merlak, V., Skorodelov, V. (2020). A method of reducing access time to poorly structured data. Advanced Information 

Systems, 4 (1), 97–102. doi: https://doi.org/10.20998/2522-9052.2020.1.14 

30. Shyshatskyi, A., Tiurnikov, M., Suhak, S., Bondar, O., Melnyk, A., Bokhno, T., Lyashenko, A. (2020). Method of assessment of the 

efficiency of the communication of operational troop grouping system. Advanced Information Systems, 4 (1), 107–112. doi: https://

doi.org/10.20998/2522-9052.2020.1.16 

31. Raskin, L., Sira, O. (2016). Method of solving fuzzy problems of mathematical programming. Eastern-European Journal of Enter-

prise Technologies, 5 (4 (83)), 23–28. doi: https://doi.org/10.15587/1729-4061.2016.81292 

32. Lytvyn, V., Vysotska, V., Pukach, P., Brodyak, O., Ugryn, D. (2017). Development of a method for determining the keywords 

in the slavic language texts based on the technology of web mining. Eastern-European Journal of Enterprise Technologies,  

2 (2 (86)), 14–23. doi: https://doi.org/10.15587/1729-4061.2017.98750 

33. Stepanenko, A., Oliinyk, A., Deineha, L., Zaiko, T. (2018). Development of the method for decomposition of superpositions of 

unknown pulsed signals using the second order adaptive spectral analysis. Eastern-European Journal of Enterprise Technologies,  

2 (9 (92)), 48–54. doi: https://doi.org/10.15587/1729-4061.2018.126578 

34. Gorbenko, I., Ponomar, V. (2017). Examining a possibility to use and the benefits of post-quantum algorithms dependent on the 

conditions of their application. Eastern-European Journal of Enterprise Technologies, 2 (9 (86)), 21–32. doi: https://doi.org/ 

10.15587/1729-4061.2017.96321 

35. Koval, M., Sova, O., Orlov, O., Shyshatskyi, A., Artabaiev, Y., Shknai, O. et al. (2022). Improvement of complex resource mana-

gement of special-purpose communication systems. Eastern-European Journal of Enterprise Technologies, 5 (9 (119)), 34–44.  

doi: https://doi.org/10.15587/1729-4061.2022.266009


