The object of research is cloud computing as an element of the server infrastructure for intelligent public transport systems. Given the increasing complexity and requirements for modern transportation, the application of the Internet of Things concept has a high potential to improve efficiency and passenger comfort. Since the load generated in IoT systems is dynamic and difficult to predict, the use of traditional infrastructure with dedicated servers is suboptimal. This study considers the use of cloud computing as the main server infrastructure for the above systems. The paper investigates the main cloud platforms that can be used to develop such systems and evaluates their advantages and disadvantages. The authors developed the overall architecture of the system and evaluated the performance and scalability of individual components of the server infrastructure. To test the system, a software emulator was developed that simulates the controller module installed in vehicles. Using the developed emulator, stress tests were conducted to analyze and confirm the ability to scale and process input data by the proposed architecture. The test scenarios were developed and conducted on the basis of the existing public transportation system in Kyiv, Ukraine. The experimental results showed that the proposed IoT architecture is able to scale efficiently according to the load generated by the connected devices. It has been found that when the number of incoming messages increases from 40 to 6000, the average message processing time remains unchanged, and the error rate does not increase, which is an indicator of stable system operation. The obtained results can be used in the development of modern public transport systems, as well as for the modernization of existing ones.
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1. Introduction

The International Data Corporation (IDC) predicts that the global Internet of Things (IoT) market will grow rapidly, with the number of connected devices reaching 55.7 billion by 2025 [1]. The increase in the number of connected IoT devices will contribute to the creation and development of intellectual public transport systems (IPTS) based on the concept of the Internet of Things. The integration of IoT solutions into public transport systems has revolutionized the way people move around cities. These systems collect real-time data from buses, trams, trains, and other transport units, allowing operators to optimize routes, improve passenger convenience, and reduce transport costs. Existing intelligent transport systems usually use the classic IoT architecture. With this approach, the data collected by the sensors installed in the transport units are transmitted over the network to the server for further processing and storage. Most existing IoT systems use dedicated servers to store and process data.

Managing and analyzing this vast amount of data requires significant computing power and memory that traditional on-premises infrastructure may not be able to handle. In addition, local solutions are inflexible and unprofitable due to the inability to quickly respond to changes in load. The load generated by IoT devices is dynamic and non-deterministic and can be high (during peak times) or low (during idle times). In both cases, the server infrastructure must adapt to the load generated by IoT clients. The system should work stably with a large number of simultaneously connected devices, and should not use redundant resources with a small number of connected clients. Therefore, there is a need to explore alternatives to traditional methods of dedicated servers to manage the complexity and scalability of the above systems.

The main paradigm of modern cloud technologies is serverless computing. Serverless computing is a model in which a provider dynamically manages and allocates resources to run applications. With serverless computing, the underlying infrastructure automatically scales up or
down based on demand. This ensures that the system can handle fluctuations in data volume and traffic without the need for manual configuration or infrastructure management. Usually, the architecture of the IoT system is event-driven, when software functions are triggered based on the arrival of sensor data or as a result of direct interaction with the user (commands). Serverless computing is well-suited to such architectures, as it allows the corresponding functions to be started and executed when a command is received, and to terminate the command immediately after execution. Therefore, research aimed at the development and analysis of IoT systems using serverless computing and cloud technologies is relevant.

2. Literature review and problem statement

In work [2], the general paradigms of server computing and the role of cloud technologies for the concept of the Internet of Things are considered. The reported research results show that the potential of the modern IoT system cannot be fully realized on the basis of classic infrastructures with dedicated servers. This is due to issues with scalability, network bandwidth, and inefficient use of computing resources. These shortcomings are especially evident in systems with dynamic load, such as intelligent transport systems. In [3], the authors consider the concepts of high-level frameworks for intelligent transport systems. In [4], the authors propose a high-level concept of the system, without analyzing communication technologies and data processing methods. Work [5] proposed a practical implementation of the system using cloud storage and a database. The shortcomings of this work include the fact that it was not tested, and the load resistance of such an architecture was not confirmed. The authors of study [6] proposed an approach for analyzing and processing a large volume of data generated in modern IoT-based transport systems. In the proposed approach, cloud computing is used as the main server infrastructure, but the feasibility of such an approach is not proven. In [7], a system was developed to detect driver drowsiness using neural network methods. For data processing, cloud technologies are also used to save data, as well as to ensure data exchange in real time. Works [2–7] explore the possibilities of integrating cloud technologies into existing transport systems, emphasizing their potential to increase efficiency and analytics.

An important aspect when building an IoT system is the provision of secure communication channels and data security. In the last few years, many studies have appeared that shed light on this topic. In particular, in [8], the authors conduct a security study using modeling at the physical and network levels. The security modeling method proposed in the cited paper can be applied in the construction of the IoT network architecture, in particular, in the design of an intelligent transport system. In [9], a comprehensive study of cyber security issues in cloud computing based on the concept of the Internet of Things is conducted. The authors consider the problems and vulnerabilities that arise as a result of the introduction of cloud computing in IoT systems, and also identify future research directions. Also, a similar study is conducted in [10], where the authors analyze potential attacks in IoT systems, as well as known countermeasures. These studies examine security protocols, encryption methods, and access control mechanisms to address security issues and protect sensitive data. At the same time, the above studies show a number of unresolved problems in the field of data security.

Another unresolved issue is scaling and efficient use of computing resources. The first step in overcoming these difficulties is to identify and analyze the highly loaded components of the system. This is the approach used in work [11], where the general architecture of the public transport system is given, with a complete analysis of communication technologies and data transmission protocols. However, study [11] does not consider the behavior of the system under dynamically changing load, and therefore its ability to scale.

This gives reason to assert that it is appropriate to conduct a study to analyze the use of serverless computing methods in Internet of Things systems in general and in the context of intelligent transport systems.

3. The aim and objectives of the study

The purpose of this study is to determine the possibilities of serverless computing in intelligent transport systems based on the Internet of Things. This will provide an opportunity to evaluate the effectiveness and feasibility of using serverless cloud computing as the main server infrastructure for data processing and storage.

To achieve the goal, the following tasks were set:
- to develop a general software architecture for processing and saving data of an intelligent transport system;
- to develop a prototype and emulator of a car module for data generation, testing and determination of system limits;
- to investigate the possibilities of scaling, as well as the efficiency of the system under load.

4. The study materials and methods

4.1. The object and hypothesis of the study

The object of research is serverless cloud computing as an element of the server infrastructure for intelligent public transport systems.

The hypothesis of the study assumed that serverless cloud could significantly increase the efficiency and speed of server data processing, based on methods of dynamic scaling of resources.

The research was carried out using prototypes, an emulator of a car module (IoT controller), and a deployed server infrastructure on the AWS IoT Core platform.

In this study, the surface urban transport system of Kyiv, Ukraine was taken as a basis; load modeling and forecasting were carried out according to these data. Public ground transport in Kyiv consists of buses, trolleybuses, and trams, which are used by an average of 1.1 million residents every day [12] (Table 1).

<table>
<thead>
<tr>
<th>Type of transport</th>
<th>Routes</th>
<th>Number of vehicles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buses</td>
<td>105</td>
<td>400</td>
</tr>
<tr>
<td>Trolleybuses</td>
<td>50</td>
<td>370</td>
</tr>
<tr>
<td>Trams</td>
<td>20</td>
<td>290</td>
</tr>
</tbody>
</table>

Table 1

In the research process, it was assumed that all transport units would be on the route at the same time, and the test load would be planned according to this amount of data and transmission speed.
4.2. System requirements

In the structure of the IoT system, the controller is the main source of data that transmits and receives information from the server through the software level protocol – MQTT (Message Queue Telemetry Transport). Table 2 lists the main data types and MQTT sections used to exchange messages between the device and the server.

<table>
<thead>
<tr>
<th>Section</th>
<th>Size (bytes)</th>
<th>Interval (seconds)</th>
<th>Bandwidth</th>
<th>Data description</th>
</tr>
</thead>
<tbody>
<tr>
<td>geolocation</td>
<td>100</td>
<td>5</td>
<td>12</td>
<td>Current coordinates</td>
</tr>
<tr>
<td>fuel_level</td>
<td>30</td>
<td>10</td>
<td>6</td>
<td>Fuel level/ Battery charge</td>
</tr>
<tr>
<td>climate/temperature</td>
<td>30</td>
<td>60</td>
<td>1</td>
<td>Temperature</td>
</tr>
<tr>
<td>climate/humidity</td>
<td>30</td>
<td>60</td>
<td>1</td>
<td>Humidity, %</td>
</tr>
<tr>
<td>passengers_count</td>
<td>30</td>
<td>60 after the Stop event</td>
<td>Max. 1</td>
<td>Number of passengers</td>
</tr>
</tbody>
</table>

Table 3 [13] shows the accessibility requirements of modern cloud systems according to the type of system.

<table>
<thead>
<tr>
<th>Availability</th>
<th>Unavailability (hours per year)</th>
<th>System type</th>
</tr>
</thead>
<tbody>
<tr>
<td>99 %</td>
<td>3 days 15 hours</td>
<td>Batch processing, data transfer and download</td>
</tr>
<tr>
<td>99.9 %</td>
<td>8 days 45 minutes</td>
<td>Monitoring</td>
</tr>
<tr>
<td>99.95 %</td>
<td>4 hours 22 minutes</td>
<td>E-commerce platforms</td>
</tr>
<tr>
<td>99.99 %</td>
<td>52 minutes</td>
<td>Video services</td>
</tr>
<tr>
<td>99.999 %</td>
<td>5 minutes</td>
<td>Payment transactions, telecommunications loads</td>
</tr>
</tbody>
</table>

Since the system generates dynamic and non-deterministic data flows, the cloud part must provide the highest class of availability – 99.999 %.

The number of connected (active) devices/clients can constantly change, so the system must scale according to the load.

Data transmitted between the device and the cloud must be securely protected. In addition, it is necessary to limit user access to the system by roles and access level.

The system must provide a cost-effective way to store and process data generated by IoT devices. Traditional server architectures require dedicated servers even during periods of low usage. Serverless computing makes it possible to pay only for the actual use of resources since the cloud provider manages the infrastructure and dynamically allocates resources. This pay-as-you-go model can lead to cost savings, especially in IoT systems where the load can vary greatly at different points in time.

4.3. Research methodology

The methodology of test development (TDD – test driven development) was used to conduct the research. TDD is a software development process that involves creating software requirements through the description of software tests before the software is fully developed. This approach differs from the conventional method of developing the software first and then describing the tests.

According to the TDD methodology (Fig. 1), an emulator of the IoT module was designed.

The developed emulator repeats the algorithms of the car module (Fig. 2) as well as the data structure transmitted to the server.
5. Results of research into the application of cloud computing for the intelligent system of public transport

5.1. Development of the general system architecture for data processing

Based on the analysis of existing cloud platforms for Internet of Things systems, AWS IoT Core was taken as a basis. This platform fully meets the set technical requirements, communication security requirements, and also has the most distributed infrastructure.

Fig. 3 shows the general architecture of the system, which is conventionally divided into the following components (groups): a group of automotive modules, an Internet of Things gateway, data processing and storage.

An additional advantage of the AWS IoT platform is the pay-per-second computing model, which makes this approach cost-effective, as only the resources used (computing hours) are paid for.

5.2. Design of a device prototype and emulator to analyze and evaluate the performance of the proposed architecture

A group of automotive modules is a group of Internet of Things devices that are installed in transport units and transmit sensor data to a server. Each device consists of a controller, an LTE modem, and connected sensors. The device controller reads data from sensors and forms packets for transmission. Data is transmitted using NB-IoT (Narrow Band Internet of Things) technology via an LTE channel. MQTT is used as a software layer protocol.

Fig. 4 shows a prototype of a car module based on a Raspberry Pi microcomputer and a Teltonika TRM250 modem.
Fig. 5 shows the diagram of information flows between the client (automotive module) and the server (AWS IoT Core).

In this case, the automotive module is both a subscriber and a publisher, according to the concept of the MQTT protocol.

5.3. Investigating the possibilities of scaling and the efficiency of the data storage and processing system

In the proposed architecture, all received data via the MQTT protocol is distributed on special topics according to routing rules. Routing rules define filtering criteria based on the content of an incoming message and perform the distribution of incoming messages between AWS services. In this case, routing of incoming messages between AWS IoT Core and AWS Lambda will be considered for further processing, analysis, and evaluation of system performance.

AWS Lambda functions are stateless functions for executing software code. In this case, lambda functions are used as the first level of data processing. The Lambda function code is responsible for receiving a message from the device and forming a structure for further storage or transmission to another service. For the proposed system, two cases of using the lambda function are considered:

- forming the data structure and sending it to the location monitoring service. Lambda functions receive data via the HTTP protocol. Processing functions (Fig. 6) are written using the Python programming language.

The proposed architecture uses three services for data storage: AWS Dynamo DB, AWS S3, and AWS Timestream.

As IoT modules generate large amounts of data in real time, it is necessary to provide time-series-based retention. AWS Timestream is designed to collect, store, and analyze time-series data from devices that emit a sequence of time-stamped data [16]. The database allows recording in two different formats: multidimensional, which allows multiple measurements per record, and unidimensional, which allows only one measurement per record. Since the devices of the automotive module transmit different indicators in different periods of time (Table 1), a one-dimensional format was used (Table 4).

AWS Dynamodb and AWS S3 are used as additional databases to store user preferences, configurations, and artifacts.

```
1  def lambda_handler(event, context):
2     update = {
3         DeviceId: event['payload']['deviceid'],
4         SampleTime: datetime.fromtimestamp(event['payload']['timestamp']),
5         Position: [
6             event['payload']['location'][long],
7             event['payload']['location'][lat]
8         ]
9     }
10    if accuracy in event['payload']:
11        update[Accuracy] = event['payload'][accuracy]
12    if positionProperties in event['payload']:
13        update[PositionProperties] = event['payload'][positionProperties]
14    client = boto3.client('location')
15    response = client.batch_update_device_position(
16        TrackerName,
17        Updates
18    )
19    return {
20        statusCode: 200,
21        body: json.dumps(response)
22    }
```

Fig. 6. Example of a lambda function
The purpose of testing is to reproduce the load that will be created by the intelligent public transport system of Kyiv (Table 4). It is assumed that each transport unit is equipped with an automotive module that transmits data to the server via the NB-IoT connection, and that all transport units are on the route at the same time. It is necessary to evaluate the performance and scalability of the system according to the change in load: the number of connected devices and the amount of data they generate.

An automotive module emulator was designed for testing. The emulator reproduces the algorithm (Fig. 2), as well as data types and structures (Table 1). For simulation data, the emulator uses a set of geolocation points of the trolleybus route in Kyiv, as well as randomly generated data on temperature, humidity, fuel level, and number of passengers.

Below are the main results and key indicators of the conducted tests. The load was generated for 45 minutes.

The ratio of successful requests – this indicator represents the percentage of successful calls (Fig. 7) of the lambda function during the testing period. The ratio is calculated by dividing the number of successful calls by the total number of calls (events).

The frequency of function calls is a call indicator that shows the number of calls to the lambda function (Fig. 8) over a certain period of time.

In the context of the proposed system, this means the number of received messages from the IoT Core. This indicator makes it possible to evaluate the volume of incoming messages, as well as their dynamics.

Function execution time – this indicator makes it possible to estimate the amount of time required to execute the logic described in the lambda function (Fig. 9). In this case, it is estimated how much time is spent on receiving messages, building a data structure, and saving information in the database.
The number of parallel launches makes it possible to estimate the number of parallel launches of the function (Fig. 10).

Since the load is dynamic, there is a need for parallel function calls.

6. Discussion of results of investigating the effectiveness of cloud computing for intelligent public transport systems

Our results demonstrate and confirm the feasibility of using serverless computing for data processing and storage in Internet of Things systems, in particular in the context of intelligent transport systems.

To conduct the experiment, a general cloud system architecture (Fig. 3) is proposed, which allows receiving data from IoT devices in real time, as well as processing and saving them. The system is built on the basis of the concept of microservice architecture, where each logical element is a separate microservice. This approach made it possible to scale each individual microservice according to the load on it, without affecting other components. In the proposed MQTT system, the server is the input gateway for connecting IoT devices.

To reproduce the workload of the system, a prototype of a connected automotive module (Fig. 4) was designed, which transmits data to the server, as well as its software emulator, which fully reproduces the work algorithm and data structures of the IoT device. Effective load testing of the system architecture was carried out on the basis of the proposed IoT controller software emulator. The method of emulating connected devices is extremely effective because it allows one to reduce costs and simplify the validation and testing of the system before its implementation in the real environment, and it also allows the system to be tested at different scales and configurations. In this study, a simulation of the transport system of the city of Kyiv was carried out.

Based on our experiment, the possibilities of scaling the system according to the input load were evaluated. During the entire testing period (Fig. 7), no performance errors were detected. This means that all messages have been delivered and the following data storage and processing logic has been executed successfully. From the plot (Fig. 8) it can be seen that the system simultaneously executed ~6 thousand functions. In addition, it can be seen that changing the number of function calls does not affect the overall rate of successful requests (Fig. 7). Also, the plot (Fig. 9) shows that with an increase in the number of messages, the maximum execution time increases (to 2 seconds) but the average indicator remains unchanged. The lambda function automatically scales resources (Fig. 10) to process incoming requests and messages. As demand grows, additional containers are created, which are automatically removed when the load decreases. The results of performance tests show that the change in load does not significantly affect the main indicators of processing speed and data retention. These results are due to the principles of dynamic management of computing resources inherent in cloud systems, and are the main advantage over traditional infrastructures with dedicated servers.

The proposed system development methodology, as well as the software architecture, can be used to build and modernize modern Internet of Things systems, in particular, intelligent transport systems. Unlike systems with a static server infrastructure [17], the proposed architecture is scalable and can dynamically respond to changes in the input load.

The disadvantages of the proposed technique include:

- dependence on the communication network: to use cloud systems, constant access to a fast and reliable Internet connection is necessary. In the case of failure of the communication network or unavailability of the Internet, there may be a problem with the functioning of the system;
- complexity of development and support.

The limitation of this study is that the construction and analysis of the data processing and storage system was carried out only on the basis of one platform – AWS IoT. Further development could be to analyze and build similar systems on cloud platforms such as GCP, IBM, and Azure to assess differences in performance and architecture.

7. Conclusions

1. In the course of executing the task set, a general software architecture was developed for processing and saving data of an intelligent transport system based on cloud computing. A microservice architecture was used to build the system, where each module is a separate microservice. This approach makes it possible to dynamically manage computing resources (increase or decrease) according to the load. Also, the advantage of this architecture is that if one of the services is unavailable, the system will continue to work.

2. To perform simulation experiments, prototypes of automotive modules (IoT controllers) were designed, as
well as corresponding software emulators that fully reproduce the algorithm and data structures of a real device. This approach made it possible to test the system under conditions close to actual ones, as well as evaluate the ability to scale and the efficiency of using computing resources. In the course of the experiment, a simulation of the intelligent transport system of the city of Kyiv was carried out.

3. The results of our experiments confirm that the proposed architecture is dynamic and scalable since the change in the number of connected devices and the volume of input data do not significantly affect the stability and speed of processing. Based on the research, it can be concluded that cloud computing could be used in intelligent public transport systems as the main server infrastructure. In addition, this approach is flexible and cost-effective compared to traditional dedicated servers.
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