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The object of research is the process of designing hardware 
devices for sorting arrays of binary data using the methodolo-
gy of space-time graphs.

The main task that is solved in the work is the develop-
ment and research of multi-cycle operating devices for sort-
ing binary data in order to choose the optimal structure with 
predetermined technical characteristics for solving the sorting 
problem. As an example, the development of different types 
of structures of multi-cycle operating sorting devices by the 
method of «even-odd» permutation is shown and their system 
characteristics are determined.

New structures of multi-cycle operating devices have been 
designed for a given sorting algorithm, and analytical expres-
sions for calculating equipment costs and their performance 
have been given. A comparative analysis of the hardware 
and time complexity of the developed structures of devices for 
sorting binary numbers of various types with known imple-
mentations of algorithmic and pipeline operating devices was 
carried out. As a result, the proposed structures, when sorting 
large arrays of binary data (N>128), have an order of mag-
nitude less hardware complexity due to sequential execution 
of the same type of operations. The time complexity of multi- 
cycle operating devices of combined and sequential types with 
large values of input data is 2.3 and 3.4 times less than that of 
known pipeline operating devices.

A feature of the research results is the possibility of find-
ing the optimal ratio between the hardware and time characte
ristics of the resulting structures of sorting devices. Owing to 
this, the designer will be able to choose the necessary type of 
device for the implementation of the corresponding task with 
optimal system characteristics.

The field of application of the designed sorting devices is 
the tasks of digital processing of signals and images. The prac-
tical use of the developed sorting devices can be carried out in 
the form of their synthesis on software integrated logic circuits
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1. Introduction

Sorting is one of the typical tasks of data processing [1, 2] 
and is usually understood as the task of arranging elements 
of an unordered set of values of data arrays in monotonically 
increasing or decreasing order [3, 4]. The sorting operation 
takes an average of 25 % of machine time [1] and is most 
often used in digital signal and image processing tasks and 
distributed wireless sensor networks [5]. There are software 
and hardware techniques of implementing the sorting ope
ration [6, 7]. Software methods of implementing sorting 
algorithms are currently fairly well described and researched 
in literary sources [1, 4, 6]. As for the hardware techniques 
of implementing sorting algorithms, the structures of sorting 
devices with the use of spatial and temporal parallelism are 
currently quite well described in [8, 9]. 

Spatial parallelism is understood as parallel execution 
of sorting algorithm operations by several operating devi
ces (ODs) at the same time, which significantly speeds up 
the execution time of the algorithm [8, 10, 11]. It should be  
noted that parallel execution of operations is used for al-
gorithms in which the sequence of performed operations 
depends only on the number of input data.

Time parallelism is understood as combining the opera-
tions of the sorting algorithm in time by dividing operational 
blocks by conveyor registers, which significantly speeds up 
the performance of the operating device [8, 12].

However, the use of algorithmic and conveyor sorting de-
vices for multi-bit arrays of binary data has important draw-
backs – high hardware and structural complexity of OD.  
Also, in the case of one-time use of such devices for the im-
plementation of the sorting algorithm, a significant part of 
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the equipment may have a low percentage of use and remain 
unused for a long time.

Therefore, the simultaneous combination of spatial and 
temporal parallelism for the purpose of choosing the optimal 
structure relative to the system characteristics is an urgent 
issue for the construction of sorting ODs.

Thus, an important scientific and applied task is the 
development of various types of binary data sorting devices 
and the study of their system characteristics using space-time 
parallelism. It should be noted that with non-critical time 
parameters, the hardware complexity of the device can be 
significantly reduced, as a result of which the area of FPGA 
crystal will decrease.

The task set is solved by applying the methodology of 
space-time graphs (STG) [13, 14], which allows obtaining 
different types of structures of multi-cycle operating sorting 
devices [15, 16]. The evaluation of the system characteristics 
of the resulting hardware structures will allow the designer 
to choose the optimal structure relative to the given techni-
cal parameters to solve the necessary problem.

Therefore, research aimed at developing hardware devic-
es for sorting arrays of binary data based on STG is relevant 
in the field of designing computer systems and their compo-
nents with improved system characteristics.

2. Literature review and problem statement

In [9], a comparison of parallel sorting networks based on 
parallel sorting algorithms was considered, and their compa
rative analysis was carried out. The dependences of the efficien-
cy of sorting network structures have been determined, based 
on the results of which it is possible to choose one or another 
sorting network for implementation. At the same time, the 
traditional methodology for building such sorting networks 
based on flow graphs of the algorithm was used, which have 
limitations regarding the choice of the optimal structure.

In [10], various options for the synthesis of parallel 
computing sorting devices are considered depending on the 
amount of input data and the width of the parallel form of 
the algorithm. With a fixed number of input values, with  
a decrease in the width of the algorithm flow graph (AFG), 
its height increases within the range from the minimum 
height value (number of tiers) to the maximum value (num-
ber of functional operators) of AFG.

By changing the degree of parallelization of algorithms, 
the complexity of their hardware implementation does not 
change but only the algorithm execution time changes. The 
disadvantage of this approach is the functional limitations 
of using such algorithms. The given results do not provide 
an opportunity to evaluate the data structure of the sorting 
devices when the input data is fully loaded.

In [11], an analysis of methods for parallel sorting of arrays 
of binary data was carried out. As a result of the research, it was 
determined that the algorithm for implementing the method of 
parallel sorting of data by merging, compared to the algorithms 
for sorting numbers by counting, displacement, and insertion, 
is more structured, more uniform, and more oriented towards 
parallel-conveyor implementation. Merge sort algorithms are 
based on the basic operation of combining two or more ordered 
arrays into one ordered array. The hardware implementation 
of the basic operation of combining three or more ordered ar-
rays into one ordered array is complex and requires significant 
hardware costs. Simpler is the basic operation of merging two 

ordered arrays into one ordered array, that is, a two-way merge. 
The disadvantage of existing algorithms for implementing two-
way merging is low performance since they are all based on 
operations of pairwise comparison of data elements.

In [12], highly efficient parallel structures were developed 
for sorting intensive streams of binary data in real time using 
an improved merge method. Due to the change in the number 
of channels of the OD structure and the bit rate of the input 
data, it was possible to achieve coordination of the intensity of 
data arrival with the sorting ability, which increased the indi-
cator of the efficiency of equipment use. However, the devised 
sorting method is focused on the architecture of graphics pro-
cessors, which requires additional resource-intensive costs.

In [17], a new adaptive OneByOne sorting algorithm is 
proposed, which, compared to choice sorting and bubble sort-
ing algorithms, has a faster operating time for different array 
sizes. The research results regarding the proposed algorithm 
show its effectiveness in software implementation on a modern 
element base. However, the issue of hardware implementa-
tion of such algorithms remains unresolved in the paper. The 
study of the system characteristics of operating devices during 
the hardware implementation of adaptive sorting algorithms 
would provide an opportunity to reveal the depth of this issue.

In [18], a new algorithm for sorting n k-bit binary num-
bers is proposed and its hardware is described. The hardware 
implementation of this algorithm is based on the use of shift 
registers, counters, and logic elements. The disadvantage of 
this algorithm is a significant number of iterations (cycles) –  
(n+2k) clock cycles, which ultimately requires significant 
hardware costs when implemented on FPGA. The issue of re-
ducing the number of cycles by changing the structure of the 
algorithm is not given enough attention in the cited paper.

A new library for sorting binary data is described in [19]. 
The advantage of such a library is the ability to sort float-
ing point numbers. The hardware implementation of such 
a library improves the throughput of the system. However, 
the clock frequency does not have a significant increase, and 
the hardware resources are twice as large as compared to the 
known ones. However, the possibility of reducing the hard-
ware complexity of comparison and exchange blocks is not 
considered in the work.

Paper [20] describes hardware sorting using parallel recur-
sive algorithms based on binary trees. The hardware imple-
mentation is carried out using memory blocks and finite state 
automata, which ultimately requires significant hardware 
costs when implemented on FPGA. The issue of reducing 
hardware costs using a simpler element base is not considered 
in the cited work.

In the analysis of available studies, the issue of research-
ing multi-cycle ODs for data sorting was not given enough 
attention.

All this gives reason to assert that it is expedient to con-
duct a study of various structures of sorting devices, which 
are focused on adaptive parallel algorithms using the metho
dology of space-time graphs [13, 14]. This methodology takes 
into account the specificity of building multi-cycle operating 
devices taking into account spatial and temporal characteris-
tics. That is why the implementation of highly efficient multi- 
cycle devices for sorting arrays of binary numbers requires 
extensive use of the modern element base, improvement of 
existing and development of new device structures.

Therefore, the problem of building effective multi-cycle 
ODs for sorting arrays of binary data, taking into account 
the spatial and temporal characteristics of their operation, 
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remains unsolved. Solving this task could give the designer 
the opportunity to choose the structure of multicycle OD 
sorting that is optimal in terms of hardware costs and effi-
cient in terms of time characteristics.

3. The aim and objectives of the study

The purpose of this work is to design multi-cycle ope
rating devices for sorting binary data, which, given non-cri
tical time parameters, make it possible to reduce the hard-
ware complexity of the device and the area of the crystal 
that the developed system will occupy. This would make it 
possible to significantly reduce the costs of hardware imple-
mentation of such devices and, in some cases, to improve time 
characteristics due to a combined approach.

To achieve the goal, the following tasks were solved:
– to perform a hardware implementation of the sorting 

algorithm by the method of «even-odd» permutation by 
building an algorithmic and pipeline structure based on the 
algorithm flow graph and investigate their system characte
ristics using an improved comparison scheme;

– to perform a hardware implementation of the sorting al-
gorithm by the method of «even-odd» permutation by building 
various types of multi-cycle operating devices (MOD) using 
space-time graphs and investigate their system characteristics;

– to perform a practical implementation on FPGA for 
various types of binary data sorting devices.

4. The study materials and methods

The object of our study is the process of designing 
multi-cycle operational sorting devices using the methodolo-
gy of space-time graphs [13–15].

The hypothesis of the study assumed the possibility of 
using the theory of algorithm flow graphs [8], with the help of 
which the designer performs a direct mapping of the received 
graph into the structure of the device, in order to develop 
multi-cycle operating devices. In [9], it is proposed to use  
a multi-channel sorting memory to combine functional opera-
tors of the same type. This memory has a number of advantages 
in terms of speed when working with digital signal and image 
processing algorithms. However, the assumptions were adop
ted that for the implementation of adaptive algorithms of ma
thematical operations, the use of sorting memory significantly 
increases the hardware costs of the device. It is also necessary 
to build a device for managing such memory, which in turn fur-
ther increases the hardware complexity of the resulting device.

In order to improve such shortcomings, it was decided to 
use the methodology of space-time graphs in the construc-
tion of multi-clock operating sorting devices. This meth-
odology makes it possible to implement different types of 
operating devices with an optimal ratio of hardware and time 
complexity by combining operations of the same type. Simple 
components are used to build multi-cycle ODs on the basis 
of STG: multiplexers, demultiplexers, operational blocks and 
delay elements of intermediate results (registers). The use of 
simple components makes it possible to significantly reduce 
hardware costs for the construction of the resulting device.

The theory of complexity [8] was applied to study the 
system characteristics of operational sorting devices, in par-
ticular, the hardware and time complexity of various types 
of ODs were analyzed. Analytical expressions for calculating 

the hardware and time complexity of the presented structures 
of single-cycle and multi-cycle ODs were derived. The de-
scription of the models of the implemented structures of the 
sorting OD at the behavioral level was performed using the 
hardware description language – VHDL. Modeling of the de-
veloped sorting OD structures was performed in the integra
ted Active-HDL environment of Aldec (USA). The synthesis 
of single-cycle and multi-cycle ODs for binary data sorting 
was carried out on the Xilinx (USA) FPGA [21–23], Artix7 
family, in the Vivado Design Suite environment [21–23].  
As a result of the research, the obtained theoretical calcula-
tions were compared with the results of practical implemen-
tation of various types of binary data sorting ODs.

5. Results of investigating hardware devices  
for sorting arrays of binary data

5. 1. Studying the algorithmic and conveyor operatio­
nal sorting devices

Fig. 1 shows the graph of the algorithm for sorting «even-
odd» permutation for 6 input values [9, 10, 16].

 
Fig. 1. Graph of the algorithm for sorting 6 values 	

by the method of «even-odd» permutation

The sorting algorithm using the «even-odd» permutation 
method requires N(N–1)/2 «compare and rearrange» ope
rations for N input values. The time complexity of sorting 
by the «even-odd» method is N operations «compare and 
rearrange» [1, 8–10, 16]. The width of FG of the sorting 
algorithm by the method of «even-odd» permutation is N/2, 
and the height is N of «compare and rearrange» operations.
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To build the structure of the algorithmic device, it is neces-
sary to perform a direct mapping of the graph elements of the 
flow graph into the structure of the operating device. That is, 
the vertices of the graph (functional operators) will correspond 
to a hardware component or module, and to the arcs – lines for 
transmitting input data, intermediate and final results.

Fig. 2 shows the structure of the algorithmic device for 
sorting 6- and 8-digit numbers by the method of «even-odd» 
permutation.

 
Fig. 2. The structure of the algorithmic operating 

sorting device by the method of «even-odd» 
permutation for 6 input values

Fig. 3 shows a block diagram of the basic «compare and 
rearrange» operation used in binary data sorters. This ope
ration allows one to compare two numbers «by more» and 
output the maximum and minimum value of the compared 
numbers to the corresponding outputs [9, 13, 16].

 
Fig. 3. Block diagram of the basic operation 	

of the «even-odd» permutation

The structural diagram of the «compare and rearrange» ope
ration consists of a comparator (comparison circuit) and two 
multiplexers (M1, M2). The comparator compares two numbers 
according to the corresponding sign («by more»). If the num-
ber (X1>X2), «1» is formed, and if the number (X1<X2) – «0».  
Depending on the received value of the output signal from the 
output of the comparator («0» or «1»), the multiplexer (M1) 
outputs a smaller number to the output (Y1), and the multi-
plexer (M2) outputs a larger number to the output (Y2).

The hardware complexity of a 2-input single-bit multi-
plexer is: AMux = 5 (gates), and the time complexity is equal 
to: tMux = 3 (microclocks).

In [27], an improved structure of the «more than» com-
parison scheme using one-bit non-positive binary adders  
is proposed.

The structure of the improved comparison scheme for 
two 4-bit numbers is shown in Fig. 4.

The scheme for comparing multi-bit binary data works as 
follows: direct multi-bit data codes from the input 2n-bit bus 
are fed to the inputs of single-bit incomplete binary adders. 
Signals from the first and second outputs of one-bit incom-
plete binary adders are fed to the corresponding inputs of 
NAND logic elements. At the same time, if a logical «1» sig-
nal is formed at all inputs of one of the logical «NOT-AND» 
elements, a logical «0» signal is formed at the output channel 
of the device ( ),P+  which corresponds to the comparison 
condition (A>B). Otherwise, a logical «1» signal is generated 
at the output of the device, which corresponds to the compa
rison condition (A<B).

The hardware complexity of the above comparison 
scheme is ACS = 13 (gates), and the time complexity is equal 
to tCS = 2 (microcycles).

In comparison with the known comparison sche
me [9, 13, 16], the proposed scheme has 1.8 times lower hard-
ware complexity and 3 times faster performance.

The hardware complexity of the algorithmic operating 
device for sorting by the method of «even-odd» permutation 
will be calculated according to the following formula:

A N N A AAOD CS Mux= − × +( ) ( )1 2 2/ ,	 (1)

where ACS is the hardware complexity of the n-bit compa
rison circuit, AMux is the hardware complexity of the 2-input 
n-bit multiplexer, and N is the number of input data.

 

Fig. 4. The structure of the scheme for comparing 	
two 4-bit numbers «for more»
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For example, with N = 8 and n = 4, the hardware com-
plexity of the algorithmic OD will be equal to AAOD = 
= 28×(13+2×28) = 1932 (gates).

The time complexity of the algorithmic sorting device 
will be equal to:

T N t tAOD CS Mux= × +( ),	 (2)

where tCS is the time complexity of the n-bit comparison 
circuit, tMux is the time complexity of the 2-input n-bit multi-
plexer, N is the number of input data.

For example, with N = 8 and n = 4, the time complexity of 
the algorithmic OD will be equal to TAOD = 8×(2+3) = 40 (mi-
crocycles).

The throughput of the sorting algorithmic operating device 
will be equal to the time complexity of the device ThAOD = TAOD.

Disadvantages of algorithmic ODs include high hard-
ware complexity and low utilization of equipment [8, 13, 16]. 
This is especially true in the case of one-time data transfer; 
other elements of such devices remain idle and use significant 
system resources.

The pipeline principle of processing involves the combi-
nation of operators of sorting algorithms on different data in 
the execution time [8, 16].

Fig. 5 shows the pipeline structure of the device for sort-
ing 6- and 8-bit numbers by the method of «even-odd» per-
mutation, which contains pipeline registers. Input registers 
are designed to record input data, registers placed between 
hardware modules store intermediate calculation results, and 
output registers record the final result.

The hardware complexity of the conveyor operating de-
vice sorting by the method of «even-odd» permutation will 
be calculated according to the following formula:

A A N N ACOD AOD Rconv
= + +( )1 ,	 (3)

where AAOD is the hardware complexity of the algorithmic 
operating device, ARconv

 is the hardware complexity of the n-bit 
pipeline register, and N is the number of input data.

For example, with N = 8 and n = 4, the hardware complexi-
ty of the conveyor OD will be equal to ACOD = 1932+(72×16) = 
= 3084 (gates).

The time complexity of this sorting device will be equal to:

T T N tCOD AOD Rconv
= + − ×( ) 1 ,	 (4)

where TAOD is the time complexity of the algorithmic ope
rating device, tRconv

 is the time complexity of the n-bit pipeline 
register, and N is the number of input data.

For example, with N = 8 and n = 4, the time complexity of 
the pipeline OD will be equal to TCOD = 40+(7×2) = 54 (mi-
crocycles).

The throughput of the sorting conveyor operating device 
will be equal to:

Th t t tCOD CS Mux Rconv
= + +  .	 (5)

Disadvantages of pipeline ODs include high hardware 
complexity due to the use of pipeline registers. The advantage 
of pipeline ODs is high data processing performance [9, 16] 
and low bandwidth, which is determined using formula (5).

Fig. 6 shows the plot of dependence of the number of lo
gical elements (gates) on the amount of input data for the al-
gorithmic and pipeline OD sorting algorithm by the method  

of «even-odd» permutation, built on the basis of analytical 
expressions (1) and (3).

Fig. 7 shows a plot of dependence of the total number 
of microcycles on the amount of input data for algorithmic 
and conveyor operational devices of the sorting algorithm by 
the method of «even-odd» permutation built on the basis of 
analytical expressions (2) and (4).

As can be seen from the graphic dependences, the pipe-
line OD has 1.2 times greater hardware complexity than the 
algorithmic operating device due to the pipeline registers. 
The time complexity of the conveyor OD is 1.5 times less 
than that of the algorithmic OD, which allows one to signifi-
cantly speed up the execution of the operations of the sorting 
algorithm when the conveyor is fully loaded.

Algorithmic and pipeline ODs have some significant li
mitations, which are that the designer can build only one type 
of such devices, which will have stable system characteristics.

 
Fig. 5. The structure of the conveyor operating sorting 

device by the method of «even-odd» permutation 	
for 6 input values
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Fig. 6. Dependence plot of the total number of gates M 	
on the amount of input data N for algorithmic (curve 1) 	

and pipeline (curve 2) operating devices

 

Fig. 7. Dependence plot of the total number of microcycles τ 
on the amount of input data N for algorithmic (curve 1) 	

and pipeline (curve 2) operating devices

That is why the construction of various types of multi-cy-
cle ODs for data sorting gives the designer the opportunity 
to analyze the dynamics of changes in system characteristics. 
Namely, it becomes possible to find the optimal ratio between 
hardware and time complexity, which allows one or another 
type of device to be used to solve a problem with predeter-
mined conditions.

5. 2. Research of multi-cycle operating sorting devices
To implement various types of multi-cycle operating 

devices (MODs) for sorting by the method of «even-odd» 
permutation, it is necessary to transform AFG into the corre-
sponding space-time graphs that correspond to various types 
of such MODs [8, 14–16].

Fig. 8 shows the structure of MOD of the combined 
type of the sorting algorithm by the method of «even-odd» 
permutation.

This MOD structure consists of input registers, 5 ope
rational units that perform the same basic operations of the 
algorithm sequentially in time, multiplexers, demultiplexers, 
delay registers for intermediate results, and output registers. 
In the registers (Rg7, ..., Rg12), intermediate results are 
delayed by the corresponding number of cycles. The multi-
plexers (M1–M6) sequentially pass the input data and inter-
mediate results to the inputs of the operational units using 
the values of the control signals (sm1, …, sm6) generated by 
the control device. Demultiplexers (Dm1–Dm6) distribute 
the intermediate results to the inputs of the operational units 
at the required time, and the final results are recorded in the 
output registers (Rg13, ..., Rg18).

Equipment costs for the implementation of a combined 
type MOD for a given sorting algorithm will be equal to:

A N A NA NA

NA NA NA

CMCOD BS Rin Mux

Dmux IRDE Rou

= −( ) + + +

+ + +

→

→

1 2 1

1 2

( )

( ) tt , 	 (6)

where ABS is the hardware complexity of the n-bit binary 
number comparison scheme; ARin is the hardware comple
xity of input n-bit registers; ARout – hardware complexity of 
output n-bit registers; AMux – hardware complexity of multi
plexers; ADmux – hardware complexity of demultiplexers; 
AIRDE is the hardware complexity of the intermediate result 
delay registers.

According to formula (6), the combined MOD consists 
of (N–1) computing units, N input and output n-bit registers. 
Also, the MOD structure contains N intermediate n-bit re
gisters, N multiplexers with 2 inputs, and N demultiplexers 
with 2 outputs.

 
Fig. 8. The structure of the multi-cycle sorting operating device of the combined type
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The time complexity of the combined MOD sorting will 
be equal to:

T k t t t tCMCOD BS Mux Dmux= × + + +( )    1 Reg ,	 (7)

where tBS is the time complexity of the n-bit comparison 
scheme, tMux is the time complexity of the multiplexer,  
tDmux is the time complexity of the demultiplexer, tReg is the 
time complexity of the delay registers of intermediate results, 
k1 is the number of iterations, which is equal to:

k
N N

N N1

1 2

2 2 1
=

−( )
+ −( ) .

For example, with N = 8 and n = 4, the time complexity of 
the combined MOD will be equal to TCMCOD = 4×(9+3+2+2) = 
= 64 (microcycles).

The throughput of the combined MOD sorting will be 
equal to the time complexity of the device ThCMCOD = TCMCOD.

The methodology for obtaining this MOD structure us-
ing iterative STG is shown in [16].

Fig. 9 shows the structure of MOD of the iterative 
type of the sorting algorithm by the method of «even-odd»  
permutation.

 
Fig. 9. The structure of a multi-cycle sorting operating device 

of the iterative type

This structure of MOD consists of input registers, one ope
rational unit that performs all the same operations of the algo-
rithm sequentially in time, multiplexers, demultiplexers, delay 
registers for intermediate and final results, and output registers.

The hardware complexity of MOD of the iterative type 
for the sorting algorithm by the «even-odd» permutation 
method will be equal to:

A A A A

A

IMCOD BS
Mux

N Dmux

IR

= + +










+

+

+




→







→2
2

2 1
1 2( )

DDE FRDE Rin Rout

N
N A NA+ −





+ −( ) +
2

1 2 2 / ,	 (8)

where ABS is the hardware complexity of the n-bit binary 
number comparison scheme; ARout/Rin – hardware complexity 
of n-bit input/output registers; AMux – hardware complexity 

of multiplexers; ADmux – hardware complexity of demulti-
plexers; AIRDE = (2N–2) – hardware complexity of n-bit delay 
registers for intermediate results; AFRDE is the hardware com-
plexity of n-bit final result delay registers.

According to formula (8), a MOD of the iterative type con-
sists of one computing unit, N input and output n-bit registers. 
Also, the MOD structure contains (2N–2) intermediate result 
delay registers, two (N/2+2)-input multiplexers, two demul-
tiplexers, and (N/2–1)+(N–2)  final result delay registers.

The time complexity of the iterative sorting MOD will 
be equal to:

T k t t t tIMCOD BS Mux Dmux Reg= × + + +( )    2 ,	 (9)

where tBS is the time complexity of the n-bit binary number 
comparison scheme; tMux – time complexity of multiplexers; 
tDmux – time complexity of demultiplexers; tReg is the time 
complexity of registers delaying intermediate results; k2 is the  
number of iterations, which is equal to the number of algo-
rithm operations: k2 = N(N–1)/2.

For example, with N = 8 and n = 4, the time complexity of 
the iterative MOD will be equal to TIMCOD = 28×(9+3+2+2) = 
= 448 (microcycles).

The throughput of the iterative sorting MOD will be 
equal to the time complexity of the device ThIMCOD = TIMCOD.

Fig. 10 shows the structure of the MOD of the sequen-
tial-iterative type of the sorting algorithm by the method of 
«even-odd» permutation.

This structure of MOD consists of input registers, three 
operational units that perform all the same type of algorithm 
operations sequentially in time, multiplexers, demultiplexers, 
delay registers for intermediate and final results, and output 
registers.

Equipment costs for the implementation of sequential-
iterative MOD for a given sorting algorithm will be equal to:

A A N A A

N A A

SIMCOD BS Mux Mux

Dm Dm

= + −( ) + +

+ −( ) +
→ →

→

2

2

3 1 2 4 1

1 3

( ) ( , )

( ) (11 2→ + +) / ,A AIRDE Rin Rout 	 (10)

where ABS is the hardware complexity of the n-bit binary 
number comparison scheme; ARin/Rout – hardware complexity 
of n-bit input/output registers; AMux – hardware complexity of 
multiplexers; ADmux – hardware complexity of demultiplexers; 
AIRDE is the hardware complexity of n-bit intermediate result 
delay registers.

According to formula (10), a MOD of the iterative type 
consists of N/2 computing units, N input and output n-bit 
registers. Also, the MOD structure contains (N–2) 3-input 
multiplexers, one 2-input and 4-input multiplexer, (N–2) 
three-output demultiplexers, one two-output demultiplexer 
and (2N–1) intermediate delay registers results.

The time complexity of sequential-iterative sorting MOD  
will be equal to:

T k t t t tSIMCOD BS Mux Dmux Reg= × + + +( )    3 2 ,	 (11)

where tBS is the time complexity of the n-bit binary number 
comparison scheme; tMux – time complexity of multiplexers; 
tDmux – time complexity of demultiplexers; tReg is the time 
complexity of registers delaying intermediate results; k3 is the  
number of iterations, which is equal to:

k
N N

N3

1 2

2
=

−( )
.
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For example, with N = 8 and n = 4, the time complexity of 
the sequentially iterative MOD will be equal to TSIMCOD = 
= 7×(9+3+2+4) = 72 (microcycles).

The throughput of sequential-iterative sorting MOD will be 
equal to the time complexity of the device ThSIMCOD = TSIMCOD.

Fig. 11 shows the structure of MOD of the sequential 
type of the sorting algorithm by the method of «even-odd» 
permutation.

This MOD structure consists of input registers, 6 ope
rational units that perform all operations of the same type 
of the algorithm sequentially in time, multiplexers, demulti-
plexers, delay registers for intermediate and final results, and 
output registers.

Equipment costs for the implementation of a sequential 
type MOD for a given sorting algorithm will be equal to:

A NA NA NA

N A NA

SMCOD BS Rin Rout Mux N

Mux Dm

= + + +

+ −( ) +
→

→

2 2

2

2 1

2 1

/ ( / )

( ) uux I FRDEA( ) / ,1 2→ + 	 (12)

where ABS is the hardware complexity of the n-bit binary 
number comparison scheme; ARin/Rout – hardware complexity 
of n-bit input/output registers; AMux – hardware complexity 
of multiplexers; ADmux – hardware complexity of demul-
tiplexers; AIRDE is the hardware complexity of n-bit delay 
registers for intermediate results; AFRDE is the hardware com-
plexity of n-bit final result delay registers.

According to formula (12), a MOD of the iterative type 
consists of N computing units, N input and output n-bit re
gisters. Also, the MOD structure contains two (N/2)-input 
multiplexers, (N–2) 2-input multiplexers, N demultiplexers, 
(2N–3) intermediate result delay registers and (N–2) final 
result delay registers.

The time complexity of sequential sorting MOD will be 
equal to:

T Nt
N

t
N

t NtSMCOD BS Mux Dmux= + + +
2 2 Reg ,	 (13)

where tBS is the time complexity of the n-bit binary number 
comparison scheme; tMux – time complexity of multiplexers; 
tDmux – time complexity of demultiplexers; tReg is the time 
complexity of registers delaying intermediate results; N is the 
number of input data.

 
Fig. 11. The structure of a multi-cycle sorting operating 

device of serial type

For example, with N = 8 and n = 4, the time complexity 
of a sequential MOD will be equal to TSMCOD = (8×9+4×3+ 
+4×2+8×2) = 108 (microcycles).

 
Fig. 10. The structure of a multi-cycle sorting operating device of sequential-iteration type
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The throughput of sequential sorting MOD will be equal 
to ThSMCOD = tBS+tMux+tDmux+tReg.

Fig. 12 shows a plot of dependence of the total number of 
gates on the amount of input data for various types of MOD 
calculated on the basis of the obtained analytical expres-
sions (6), (8), (10), (12).

 

Fig. 12. Dependence plots of the total number of gates M 	
on the amount of input data N for different types of multi-

clock operating devices: MOD of the sequential type – 	
curve 1, MOD of the sequential-iterative type – curve 2, 

MOD of the iterative type – curve 3, MOD of 	
the combined type – curve 4

As can be seen from the graphic dependences, the lowest 
hardware complexity among different types of sorting MOD 
is demonstraed by the iterative and combined MODs due 
to the minimum number of hardware modules and registers.

Fig. 13 shows a plot of dependence of the total number 
of microcycles on the amount of input data for various types 
of MODs calculated on the basis of the obtained analytical 
expressions (7), (9), (11), and (13).

As can be seen from the graphical dependences, the com-
bined MOD has the greatest time complexity among different 
types of sorting MODs due to the regularity of the structure. 

Iterative MOD has the lowest speed due to sequential execu-
tion of operations.

 
Fig. 13. Dependence plots of the total number 	

of microcycles t on the value of the input data N for 
different types of multi-cycle operating devices: MOD of the 
sequential type – curve 1, MOD of the sequential-iterative 

type – curve 2, MOD of the iterative type – curve 3, MOD of 
the combined type – curve 4

5. 3. Realization and research of obtained structures of 
sorting devices on programmable integrated circuits

The designed structures of sorting devices were program-
matically described using the VHDL hardware description 
language and synthesized on the Xilinx FPGA using the 
Vivado automated design system. Fig. 14 shows the block 
diagram of the combined-type MOD.

In this block diagram, one can see 6 input 8-bit bu- 
ses (D_in1,…,D_in6), control signals of multiplexers (sel_
mux1,…,sel_mux6) and demultiplexers (sel_demux1,…, 
sel_demux6), synchronization input (clk), reset input (rst), 
and 6 output 8-bit buses (D_out1,…,D_out6).

Fig. 15 shows a diagram of the functional simulation of 
the combined sorting MOD by the method of «even-odd» 
permutation for 6 input data of 8 bits.

 
Fig. 14. Block diagram of a multi-clock sorting operating device of the combined type for N = 6
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In this diagram, we can see the input data and the 
generation of control signals for multiplexers and demulti-
plexers at each iteration. The final result is formed on the  
4th cycle (60 ns) since a MOD of the combined type at N = 6 
performs 3 iterations. In each iteration, 3 comparison and 
permutation operations are performed in parallel.

Table 1 gives the results of the synthesis of implemen
ted sorting devices for 16 input single-byte numbers on the  
Xilinx FPGA of the Artix-7 family.

Table 1

Results of synthesis of sorting devices on FPGA 

No. Type of sorting device
Number of 
matching  

tables, (LUT)

Clock 
frequency, 

(MHz)

1 Algorithmic OD 704 332

2 Conveyor OD 1043 393

3 MOD of sequential type 452 302

4 MOD of sequential-iterative type 274 315

5 MOD of combined type 279 352

6 MOD of iterative type 217 54

As can be seen from Table 1, the greatest hardware costs 
are inherent in the conveyor OD and the smallest – in the 
MOD of the iterative type, which is confirmed by analyti-
cal calculations. The best ratio between hardware and time 
characteristics are demonstrated by MODs of sequential and 
combined types.

6. Discussion of results of investigating different types  
of binary sorting devices

On the basis of mathematical formulas (1) and (3), it is 
possible to calculate the hardware complexity of the algo-
rithmic and pipeline ODs with any amount of input data (N).  
As a result of our research on the hardware complexity of the 
sorting OD data, with the use of an improved comparison 
scheme, a plot of dependence of the total number of gates M 
on the value of the input data N (Fig. 6) was built. It was es-
tablished that the pipeline OD has 1.4 times greater hardware 
complexity than the algorithmic OD due to pipeline registers.

The use of an improved comparison scheme in the struc-
ture of the algorithmic OD made it possible to reduce its 
hardware complexity by 1.2 times and increase its speed by 
1.8 times compared to known implementations [8, 9, 13, 16].

On the basis of mathematical formulas (2) and (4), it is 
possible to calculate the time complexity of algorithmic and 
pipeline ODs with any amount of input data (N).

As a result of our research into the time complexity of 
sorting OD data, with the use of an improved comparison 
scheme, a plot of dependence of the total number of mi-
crotacts τ on the value of the input data N was construc
ted (Fig. 7). Fig. 7 shows that the time complexity of the 
pipeline OD is 2 times less than that of the algorithmic OD. 
Conveyor OD has a minimum bandwidth, due to which it 
can be very effective in case of full filling of the conveyor 
during multi-threaded data processing.

The use of an improved comparison scheme in the 
structure of the pipeline OD made it possible to reduce its 
hardware complexity by 1.1 times and increase its speed by 
1.6 times compared to known implementations [8, 9, 13, 16].

Analytical expressions for the calculation of hardware 
and time complexity were derived during the study of multi- 

 
Fig. 15. Functional diagram of the operation of a multi-cycle sorting operating device 	

of the combined type for N = 6
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cycle ODs for sorting binary data, which allow determining the 
optimal ratio between these parameters for each MOD.

On the basis of mathematical formulas (6), (8), (10), 
(12), it is possible to calculate the hardware complexity of 
the corresponding MOD with any amount of input data (N).

Based on mathematical formulas (7), (9), (11), (13), it is 
possible to calculate the time complexity of the correspond-
ing MOD with any number of input data (N). 

The calculation of hardware complexity will allow one to 
determine which type of MOD requires the least amount of 
hardware resources, and which one requires the most. Calcu-
lation of the time complexity will make it possible to deter-
mine the speed of the corresponding MOD in microclocks. 
Determining these parameters is important when designing 
a corresponding MOD, when these parameters are set at the 
initial design stage.

As a result of our studies of the hardware complexity of 
the sorting MOD, a plot of dependence of the total number of 
gates M on the value of the input data N was built (Fig. 12). 
It was established that when the number of input data in-
creases (N ≥ 128), the hardware complexity of MOD of data 
sorting decreases by an order of magnitude in comparison 
with known implementations of single-cycle and conveyor 
ODs [8, 9]. This gives reason to claim that the use of such 
MODs has significant advantages and allows one to signifi-
cantly save hardware resources and the area of the crystal 
when they are implemented on FPGA.

As a result of our research into the time complexity of 
sorting MOD, a plot of dependence of the total number of 
microtacts τ on the value of the input data N was construc
ted (Fig. 13). Fig. 13 demonstrates that the best time charac-
teristics are inherent in the MOD of the combined type due 
to the incomplete merging of the vertices of the algorithm 
flow graph. The iterative MOD has the worst indicators 
of time complexity since all operations of the algorithm are 
performed sequentially in time due to one operation. This 
enables the designer to choose the appropriate MOD when 
solving the given task. For example, with non-critical time 
parameters, one can choose a slower type of device, and in the 
case of the importance of this parameter, combined options 
make it possible to significantly speed up the operation. The 
MOD of the combined type has 1.25 times worse perfor-
mance compared to the performance of the conveyor OD.

When synthesizing the implemented VHDL models of 
sorting ODs on the Artix-7 FPGA family, the results of equip-
ment costs and clock frequency were obtained (Table 1).  
From Table 1, it can be seen that conveyor and algorithmic 
ODs have the largest equipment costs, but their performance 
indicators are the highest. Among the different types of 
MODs sorting equipment, the iterative one has the lowest 
costs, and the sequential sorting device has the highest costs.  
The combined-type MOD has the best performance indi-
cators. The optimal ratio between hardware and time cha
racteristics during synthesis on a FPGA is demonstrated by 
MODs of sequential and combined types. With an increase 
in the amount of input data, the sorting MOD data approx-
imately reaches a speed that is 2.3 and 3.4 times lower than 
that of known conveyor ODs, which is confirmed by theore
tical calculations.

Developed operational data sorting devices can be used 
as components of specialized computer systems, arithmetic 
logic devices, and coprocessors. The use of algorithmic and 
pipeline sorting ODs makes it possible to speed up the data 
sorting operation by increasing the number of equipment. 

The use of multi-cycle ODs makes it possible to reduce the 
number of equipment with a slight decrease in speed for cer-
tain types of MODs, which leads to a decrease in the area of 
the FPGA crystal.

When designing a MOD for sorting binary data, certain 
research limitations are revealed, which are the complexity 
of designing such devices with a large amount of input data. 
Therefore, at the next stage of research, it is planned to 
develop an automated system for spatio-temporal transfor-
mation of the algorithm into the structure of the correspond-
ing MOD. This will make it possible to significantly save 
the time of designing such devices and deepen the study of 
their system characteristics. 

Prospects for the further development of our research 
are the development of methods for analyzing the structural 
complexity and functional completeness of multi-clock oper-
ating devices for sorting binary data. Reducing the number 
of MOD inputs and outputs and their intermediate signals 
could make it possible to reduce the area of the crystal on 
which such devices are implemented during their synthesis 
on FPGA.

At the same time, an important task is also the improve-
ment of the scheme for comparing binary numbers and its 
components, which would make it possible to improve the 
system characteristics of various types of MODs for sorting 
binary data.

7. Conclusions 

1. When researching different ways of hardware repre-
sentation of the sorting algorithm by the method of «even-
odd» permutation based on the algorithm flow graph, the al-
gorithmic and conveyor devices for sorting binary data were 
built, and the formulas for calculating the equipment costs 
for their implementation were given. An improved scheme 
for comparing binary data is proposed, which, when applied 
in the structures of algorithmic and pipeline ODs, made it 
possible to reduce their hardware complexity by 1.2 times 
and increase their time complexity by 1.8 times.

2. As a result of our study of the hardware complexi-
ty of MODs built on the basis of STG, it was established 
that the combined MOD has the fewest logic gates among 
different types of MODs. When compared with known im-
plementations of single-cycle and conveyor ODs for sorting  
a large amount of input data, the sorting MODs contain tens 
of times fewer logic gates.

The results of our study of the time complexity showed 
that multi-cycle ODs of the combined and sequential types 
have a time complexity of about 2.3 and 3.2 times less than 
that of the conveyor OD at large input values. The time 
complexity of the iterative MOD is 7.8 times less than that 
of the pipeline OD.

3. In the synthesis of OD for sorting on FPGA, an effec-
tive structure with an optimal ratio of hardware and time 
costs is a combined MOD. Compared to the conveyor OD, 
the combined MOD has 3.7 times lower hardware comple
xity and 1.1 times lower speed, which is characterized by  
a small amount of input data. The speed of the iterative 
MOD is 7.3 times lower than that of the pipeline OD, and the 
hardware complexity of the pipeline OD is 4.8 times greater 
than that of the iterative MOD. Thus, the results of practical 
implementation on FPGA mostly confirm the authenticity of 
theoretical calculations of system characteristics of various  
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types of sorting ODs. Having determined the necessary 
system characteristics, the designer can choose the optimal 
structure that has the best ratio between hardware and time 
characteristics for the implementation of the given task.
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