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This paper investigates the application 
of convolutional neural networks (CNNs), 
particularly the UNet model architecture, 
to improve the accuracy of breast cancer 
tumor segmentation in ultrasound imag-
es. Accurate identification of breast cancer 
is essential for effective patient treatment. 
However, ultrasound images, often contain 
noise and artifacts, which can complicate 
the task of tumor segmentation. Therefore, 
to highlight the most robust architecture, 
modifications were made to the original set, 
including the addition of noise and fuzz-
iness. In this study, a comparative study 
of five different variants of UNet models 
(UNet, Attention UNet, UNet++, Dense 
Inception UNet and Residual UNet) was 
conducted on a diverse set of ultrasound 
images with different breast tumors. Using 
consistent training methods and techniques 
of augmentation and adding noise to the 
data, an improvement in segmentation 
accuracy was highlighted when using the 
Dense Inception UNet architecture. The 
results have potential practical applica-
tions in the field of medical diagnosis and 
can assist medical professionals in auto-
matic tumor segmentation in breast cancer 
ultrasound images. This study highlights the 
improvement of segmentation accuracy by 
introducing dense induction into the UNet 
architecture. Importantly, the Dice coeffi-
cient, a key segmentation metric, improved 
markedly, increasing from 0.973 to 0.976 
after data augmentation. The results of the 
study offer promise to the medical commu-
nity by offering a more accurate and reli-
able approach to segmenting breast cancer 
lesions on ultrasound images. The findings 
can be implemented in clinical practice to 
assist radiologists in early cancer diagnosis
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1. Introduction

Oncology is a global problem with a significant impact 
on the health and lives of people around the world. Breast 
cancer occupies a special place as one of the most frequently 
diagnosed oncological diseases in women [1]. In Republic of 
Kazakhstan, breast cancer occupies one of the first places 
in the list of malignant neoplasms affecting women [2]. Ac-
cording to statistics, about 4.6 thousand new cases of this 
formidable disease and, unfortunately, 1.3 thousand deaths 
are registered annually in Republic of Kazakhstan [3]. Early 

diagnosis plays a crucial role in preventing the spread of 
cancer cells through the lymphatic pathways and damage 
to critical organs. Detecting malignant neoplasms in their 
early stages allows healthcare providers to take timely ac-
tion to limit the spread of cancer and preserve the integrity 
of vital body structures. Methods include invasive biopsy 
and non-invasive techniques such as ultrasound [4]. Breast 
ultrasound (BUS) is a convenient and valuable diagnostic 
method available for early detection of breast cancer in 
all age groups of women [5].  However, the complexity of 
interpreting these images is attributed to their low reso-
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lution and the interference of speckle noise. In response, 
computer-aided diagnosis (CAD) systems employing deep 
learning (DL) [6] have been developed to streamline ul-
trasound image analysis and offer precise decision support 
for radiologists. For automated breast cancer segmentation 
using deep learning, it is necessary to select models and al-
gorithms that give the best results [7]. This allows changes 
to be made to the ultrasound images and allows the tumor 
boundaries to be accurately defined [8]. The development 
of an accurate and user-friendly computer-aided design 
system for accurate tumor identification (malignant or be-
nign) using machine learning has the potential to improve 
the efficiency of mammologists, improve diagnosis and 
contain cancer progression [9]. Hopefully, with the help of 
such systems, it will be possible to reduce the progression 
of such a terrible disease [10].

2. Literature review and problem statement

This section presents the results of research devoted to 
the important task of breast cancer diagnostics using ultra-
sound images. It is shown that early detection of breast can-
cer is the key to successful treatment and improved patient 
outcomes. However, despite significant advances in medical 
imaging, there remain unresolved issues related to the accu-
racy of tumor delineation on ultrasound images.

Breast cancer is a diverse disease with subtypes such 
as ductal carcinoma and lobular cancer. Distinguishing 
between benign and malignant lesions and differentiating 
the various subtypes of cancer is crucial for clinical deci-
sion-making. The reason for this may be the objective diffi-
culties associated with the complex texture and variability 
of breast tissue. These difficulties make manual segmen-
tation impractical and hinder the development of accurate 
diagnostic tools. One way to overcome these difficulties 
may be the application of deep learning techniques. This 
approach has been used in previous studies, but there is still 
room for improvement. Despite the extensive use of deep 
learning in medical imaging tasks, including breast cancer 
detection, several significant issues remain. One of these is 
the selection of the most appropriate neural network archi-
tecture and optimal hyper parameter tuning. This is partic-
ularly important since ultrasound images used in diagnosis 
are characterized by different types of noise and complex 
textures, which complicates the segmentation and analysis 
process. Therefore, the selection of suitable algorithms that 
meet these requirements becomes imperative. Most of the 
deep learning models applied to image segmentation prob-
lems use some or the other techniques related to the encod-
er-decoder architecture.

There are two categories of encoder-decoders for solving 
image segmentation problems – general segmentation and 
biomedical segmentation approaches. The paper [11] offers 
a UNet model which belongs to the CNN group, is designed 
specifically for medical segmentation problems. The UNet 
model’s advantages lie in its encoder-decoder structure and 
skip connections, which enable feature extraction, image 
recovery, and the combination of low-level and high-level 
features for effective segmentation, and UNet network has 
the disadvantage of a small receptive field and cannot use 
the information relationship between different channels. 
Currently, there are many extensions to the basic UNet ar-
chitecture. Over time, it has become apparent that there is 

potential to improve this architecture. This literature review 
lists significant models that utilize UNet as well as addition-
al blocks in their architecture. Along with these techniques, 
the work [12] developed of particular interest is the UNet++ 
architecture which is based on UNet layers with path 
skipping, a key advantage of UNet++ is its improved seg-
mentation performance compared to the traditional UNet 
architecture, achieved by bridging the semantic gap between 
encoder and decoder blocks through nested convolutional 
blocks. The disadvantage of UNet++ is the increased com-
putational complexity due to the additional nested convo-
lutional blocks and skip connections, which can result in 
higher resource requirements during training and inference. 
There is another [13] notable approach is the Attention 
UNet model, which uses “attention gates” to emphasize 
the most important areas. The advantage of the Attention 
UNet model is its ability to highlight and pay attention to 
important parts of images, which can improve segmentation 
accuracy in complex scenarios. However, the disadvantage 
of this model can be higher training time and computational 
resource requirements due to the attention paid to each 
pixel in the image. The work [14], suggests besides UNet++ 
and Attention UNet, another technique, Residual UNet can 
be distinguished. It utilizes residual links derived from the 
ResNet architecture [15], which allows more efficient trans-
fer of information between different layers of the network 
and facilitates the training of deep models for segmentation.  
At the same time, the disadvantage can be higher memory 
and computational power consumption due to the increased 
network depth. Moreover, the method proposed in [16] pre-
sented the Dense-Inception UNet model which combines 
U-Net layers and also uses modules – Inception-Res and 
Dense Connecting module, enhancing feature extraction 
and segmentation accuracy in medical images, however, due 
to its complex architecture, it may require more computa-
tional resources and result in slightly longer training times. 
In [17], models specifically designed for breast cancer seg-
mentation in ultrasound images will be discussed. A study 
that proposed to use models including the DL-UNet model, 
to address unclear segmentation boundaries, but it may 
still face challenges in handling intricate image features, 
especially in scenarios with diverse and complex anatomical 
structures, further research may be needed to enhance its 
ability to capture fine-grained details. According to the 
study [18], the RMS-SE-UNet model performed well on the 
ultrasound image dataset with a Dice coefficient of 94.69 % 
including residual block, pass coupling, compression, and 
excitation (SE) blocks, the model’s exceptional performance 
on one dataset may not necessarily translate to robust per-
formance across various medical imaging datasets with dis-
tinct characteristics. The RDAUNet model combines UNet 
layers with the Wasserstein GAN (WGAN) algorithm. In 
particular, it achieved overall Accuracy, PR-AUC, ROC-
AUC and F1-score of 0.98, 0.95, 0.89 and 0.88, respectively, 
however, it’s worth noting that the utilization of the WGAN 
algorithm may significantly increase the computational 
demands, making it less accessible for resource-constrained 
environments [19]. Similarly, InvUNet model based on UNet 
architecture has involutional layers, nevertheless, the intro-
duction of involutional layers adds a layer of complexity to 
the model, which may require careful tuning and increased 
computational resources during training and inference [20]. 
Recent research [21] proposes an AAU-Net is a model that 
adds a hybrid adaptive attention module (HAAM) to the 
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deal effectively with variations in medical ultrasound imag-
es, ultimately improving segmentation performance. These 
simplifications are expected to improve the robustness and 
reliability of the developed models for breast tumor segmen-
tation and provide valuable insights for practitioners in the 
field of early cancer diagnosis.

4. 2. Architectural model descriptions
U-Net model architecture.
The UNet architecture shown Fig. 1 is U-shaped with 

two paths, tapering (left) and widening (right) for tumor 
segment output. The input data of the model is 128×128 pix-
els. The total number with parameters is 7,771,939; train-
able, 7,766,051; untrainable, 5,888.

The picture above Fig. 1 shows the layers of the archi-
tecture are 3×3 convolution and ReLU [22] activation these 
are used for data processing and Max-pooling, channel re-
duction and feature concatenation are used in the expanding 
path [23]. Model uses an energy function that compares the 
model segment predictions with the original data. If the 
model is wrong, the function shows a larger error:

( ) ( ) ( )( )log ,x xE w x pl x∈Ω= Σ    	  (1)

where Ω represents the true label of each pixel. The weight (w) 
considers the importance of pixels in training the model.

UNet++(Nested) model architecture.
The architecture UNet++ is a deeply supervised en-

coder-decoder network, with nested, dense skip connec-
tions linking the encoder and decoder subnetworks. These 
connections aim to narrow the semantic gap between their 
feature maps Fig. 2.

UNet++ improves the relation between encoder and de-
coder, having in addition to the basic architecture blocks of 
convolutions depending on the pyramid layer:

layers underlying the UNet architecture. However, the in-
corporation of HAAM might lead to higher computational 
requirements, necessitating efficient hardware. 

In addition, models may require large amounts of 
training data and parameter tuning to achieve optimal 
results. To conclude the literature review, there are cur-
rently a large number of algorithms based on the UNet 
architecture, the challenge is to select the most optimal 
architecture that meets the requirements of breast cancer 
tumor segmentation on ultrasound images. This study is 
expected to contribute to more accurate diagnosis and 
better treatment planning, ultimately leading to improved 
patient outcomes.

3. The aim and objectives of 
the study 

The aim of this study is to 
improve the segmentation pro-
cess of breast cancer tumors on 
ultrasound images using deep 
learning to provide a more ac-
curate and efficient diagnosis, 
which in turn contributes to 
better treatment of patients.

To achieve the objective, the 
following objectives were set: 

– to perform a compar-
ative evaluation of different 
image segmentation methods, 
parti-cularly models based 
on UNet architecture, to dis-
tinguishing between healthy 
breast tissue and cancerous tu-
mors within ultrasound images;

– to investigate the impact 
of data augmentation tech-
ni-ques, such as introducing 
noise and fuzziness, on the seg-
mentation accuracy of breast 
cancer tumors across the eval-
uated methods.

4. Materials and methods

4. 1. Object and hypothesis of the study
The research object is different models based on UNet 

architecture for breast tumor segmentation on medical ul-
trasound images. The main hypothesis of the study is that 
introducing speckle noise and fuzziness into the training 
data and then training models on this data can help to de-
termine the most robust and appropriate architecture for 
this task. The hypothesis aims to test whether data augmen-
tation techniques, such as the introduction of speckle noise 
and fuzziness, can improve the robustness and performance 
of UNet-based models in this specific medical imaging task. 
The simplifications adopted in this study are related to the 
data augmentation process. Various data augmentation 
techniques were used, including image rotation, random 
shifts, shading and the introduction of random Gaussian 
noise (with a standard deviation of 0.05). These were im-
plemented to improve the model’s ability to generalize and 

 

 
  Fig. 1. UNet model architecture
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Transition paths with different numbers of input fea-
tures: this means that there are transition paths in the 
model that can receive different numbers of input features. 
In particular, these transition paths receive inputs from dif-
ferent levels of coding layers. The main difference between 
UNet++ and the basic UNet model is manifested by the 
fact that transition paths with variable number of inputs are 
introduced at different layers of the network.

Attention UNet model architecture.
Attention UNet implements attention gates as shown 

in Fig. 3 below (AGs) in UNet AGs highlight important 
features and reduce noise by filtering activations both 
ways.

An important feature is that AGs contribute to the 
backpropagation of the error by skipping more relevant gra-
dients and reducing the influence of background regions. 
As a result, the introduction of the attention mechanism 
into the UNet architecture contributes to more accurate 
segmentation.

Residual UNet model architecture.
This model combines the UNet architecture and re-

sidual neural networks. By the inclusion of the residual 

block, learning becomes more controllable. Below is a 
description of the residual block of Fig. 4, the deepening 
of which in a multilayer neural network can improve its 
performance [24].

Fig. 4. Residual block

The residual blocks may be shown in the form (4):

( ) ( ),l l l ly h x F x w= +

( )1 .l lx f y+ =  	  (3)

Residual blocks, as an 
addition to the main UNet 
layers, can improve the 
model’s extractions of fea-
tures of interest.

Dense Inception UNet 
model architecture.

The model architecture 
combines the basic UNet 
layers in addition to the In-
ception-Res and Dense-Net 
blocks.

In the above Fig. 5 
shows Residual Inception 
block, where it is possible 
to see the layers of residual 
concatenation. By concat-
enating feature maps from 
different nodes of different 
branches with different ker-
nels, which increases the 
network width and extracts 
the desired features for seg-
ment extraction:

( )1 0, 1,..., .l IR lx f x x x+  =    		   (4)

In this way, adding the Dense-Inception block to the 
underlying architecture increases the depth and width of the 
network and improves its functionality.

 

 
  Fig. 2. UNet++(Nested) model architecture

 

 
  Fig. 3. Attention UNet architecture
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Model evaluation metrics.
In this particular study, metrics namely accuracy, Dice 

coefficient, F1 score, recall, precision and mean Intersection 
over Union (IoU) are used to evaluate the performance of 
the models. A description of these metrics is presented below:

– accuracy. Measures the overall correctness of the pre-
diction: the percentage of correctly classified samples (true 
positive and true negative) from the total data:

Accuracy ;
TP TN

TP FP TN FN
+=

+ + +
   		  (5) 

– dice index: that metric measures the similarity in im-
age segmentation. It evaluates the consistency between two 
sets A (segmented regions) and B (benchmark regions):

( )
∩

=
+

A B
Dice , 2 ;

A B
A B

  
		   (6)

– F1 Score:  metric combines precision and fullness:

precission *recall
1 2 ;

precission recall
F =

+
  		   (7)

– recall: this metric measures the percentage of correctly 
classified samples, including both True Positives (TP) and 
True Negatives (TN):

Recall ;
TP

TP FN
=

+
   		    (8)

– precision: metric assesses the accuracy of positive fore-
casts by measuring the proportion of TP among all forecasts 
as positive:

Precission 100 ;
TP

TP FP
= ×

+
  		   (9)

– mean IOU: measures the similarity between 
the predicted segmentation and the benchmark 
through intersection and union of masks [25–32]:

IoU .
Mask prediction

Mask prediction

∩
=

∪
     	 (10)

It is expected that the use of the above metrics 
will help to evaluate the effectiveness of the UNet 
model and the efficiency of its segmentation. 

4. 3. Dataset description and preprocessing
In this research, the models are trained on a 

publicly available dataset sourced from Kaggle. 
The dataset was gathered in 2018 and is centered 
around breast ultrasound images obtained from 
women aged 25 to 75. It consists of 600 female 
patients, comprising 780 images, each with an av-
erage size of 500*500 pixels in PNG format [33].

Fig. 6–8 are samples: original breast ultra-
sound images paired with corresponding masks. 
The images show the scans and the masks high-
light specific areas of interest in each scan.

Fig. 6. Sample images from the original dataset, 	
original images

Fig. 7. Sample images from the original dataset, 	
original masks

 

 
  Fig. 5. Inception Residual block  
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Fig. 8. Sample images from the original dataset, original 
image with mask contour

Data preprocessing.
To start training, the original dataset consisting of 

500×500 pixel images was adapted to a size of 128x128 pix-
els to fit the architecture of the models. Before training 
started, the original dataset consisting of 780 samples 
was divided into two parts. 700 samples were used in the 
training set and the remaining 80 samples were set aside for 
validation. After training was completed, evaluation was 
performed and prediction results were obtained.

The schematic of Fig. 9 illustrates the successive stages 
of the neural network training process. These steps include 
uploading data to the server, data preprocessing, training 
preparation, validation, evaluation and prediction of seg-
ment output data.  

After training the models and analyzing the results, the 
dataset was increased from 780 to 2000 images. In this pro-
cess, small rotations, noise, and blurriness were added to the 
images. The models were then retrained on this expanded 
dataset. This will be described in detail below.

Data Augmentation. 
In this study, a data augmentation strategy was used to 

increase the versatility of the models. For this purpose, an 
approach based on the TensorFlow version 2.12.0 and Keras 
Image Data Generator class was used for automatic image 
augmentation. The augmentation process included several 
steps: rotating the image and mask in a given range of an-
gles to train on different orientations (–30 to 30 degrees); 
random horizontal and vertical shifts of 20 % of the image 

size; nearest neighbor fill method to avoid resizing artifacts; 
and adding random Gaussian Noise (0.05) [34]. The original 
images before modification are shown below in Fig. 10.

Fig. 10. Sample images original images

Sample images after augmentations with noise are shown 
in Fig. 11. 

Hardware and Software Configuration.
The research was conducted using Python 3.6.8 as the 

programming language. The models were trained on the 
server with the following specifications: Intel(R) Xeon(R) 

 

 
  

 

 
  Fig. 9. Flow diagram for Breast Cancer Segmentation

 

 
  

 

 
  Fig. 11. Sample images after 

augmentation with noise 
addition
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Gold 6338 CPU, 512 GB of RAM, and an Nvidia A100 80 GB 
graphics card.

5. Results of study breast cancer 
segmentation

5. 1. Comparative assessment of segmen-
tation methods

After completing training and testing on 
a dataset of 780 original ultrasound images, 
the models underwent retraining using aug-
mented data. The performance evaluation of 
segmentation models on breast ultrasound 
images before data augmentation Table 1 will 
be summarized below.

The models, trained for a total of 210 ep-
ochs, showcase noteworthy results. For instance, 
Dense Inception UNet demonstrates robust ac-
curacy (0.4234) and Dice Coefficient (0.9734), 
while Attention UNet excaccuracy Score 
(0.2067) and Precision (0.9831). UNet++ ex-
hibits a remarkable Mean IoU (0.9578). Addi-
tionally, the training progress of these models is 
depicted through learning curves.

The diagram Fig. 12 illustrates the progression of Dice 
coefficient values across the training and validation phases 
for different models. This visualization provides insights into 
the models’ ability to delineate object boundaries and the 
accuracy of their segmentation performance.

This visual illustration Fig. 13 allows to see how the loss 
values change during training and validation at different 
epochs for different models.

It is worth noting that the Dense Inception UNet 
model shows the lowest loss value (0.19), indicat-
ing efficient optimization and strong generalization. 
On the other hand, models with relatively high, as 
demonstrated by examples such as UNet (0.69) and 
Residual UNet (0.79), the figure unveils notable loss 
fluctuations. These fluctuations can suggest poten-
tial intricacies in fine-tuning specific architectural  
facets.

5. 2. Effect of data augmentation methods
In this subsection, let’s present the results of the evalua-

tion of the model metrics presented in Table 2. These results 
will provide insight into how much the performance of each 
model variant improves and whether it is affected by noise 
and image blurring.

The following conclusions can be drawn 
about the performance of the models: UNet 
achieved high values in Precision (0.986), 
Dice (0.978), and IoU (0.952). Attention 
UNet excelled in Dice (0.860) and Preci-
sion (0.927) despite lower accuracy (0.973). 
UNet++ demonstrated notable Precision 
(0.985) and Dice (0.966) scores. Dense In-
ception UNet and Residual UNet displayed 
similar results with strong Precision (0.979, 
0.986) and Dice (0.977) metrics. Based on 
the main metrics, Residual UNet and Dense 
Inception UNet (DIU) models show the best 
results.

Displayed below are the curves depicting 
the Dice coefficients and loss metrics from 
the training history of each model. 

The curve Fig. 14 showcases the changes 
in Dice coefficients over the course of training 
and validation for all models with augmented 
images.

Table 1 

Performance evaluation of models on original images

Model Loss Acc Dice F1 Mean IoU Precision Recall

UNet 0.0069 0.9859 0.9642 0.9763 0.9282 0.9649 0.9651

AttUNet 0.43 0.2067 0.9681 0.9832 0.9663 0.9831 0.9834

Unet++ 0.58 0.3396 0.9786 0.9788 0.9578 0.9791 0.9787

DIU 0.19 0.4234 0.9734 0.9924 0.9838 0.9926 Nan

ResUnet 0.79 0.1187 0.9909 0.9712 0.9431 0.9698 0.9727

 

 
  Fig. 12. Training and validation Dice coefficient dynamics model on 	

original images

 

 
  

Fig. 13. Training and validation loss coefficient dynamics model 	
on original images
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Table 2

Performance evaluation results of models after augmentation 
of the images

Model Loss Acc Dice F1 Mean IoU Precision Recall

UNet 0.065 0.986 0.978 0.977 0.952 0.977 0.977

AttUNet 0.046 0.973 0.860 0.900 0.818 0.927 0.879

UNet++ 0.010 0.985 0.966 0.968 0.934 0.969 0.867

DIU 0.007 0.986 0.976 0.977 0.949 0.979 0.974

ResUnet 0.006 0.986 0.977 0.976 0.951 0.976 0.976

In conclusion, the train-
ing history graph Fig. 14 
provides valuable insights 
into the models’ learning 
process, primarily through 
the progression of loss val-
ues. By examining the 
data presented in Table 3, 
it is possible to discern the 
varying performance of the 
models in minimizing pre-
diction errors. The Residu-
al UNet model stands out 
as the most effective in this 
regard, achieving an impres-
sively low loss value of 0.006. 
Similarly, the Dense Incep-
tion UNet model showcases 
strong performance with a 
minimal loss of 0.007. These 
findings collectively under-
line the importance of mod-
el architecture and training 
strategies in optimizing accuracy and performance in medi-
cal image analysis. The curve in Fig. 15 shows the compari-
son loss for all models after increasing the data set.

Fig. 16 below shows the results of the Dice coefficient 
metric comparison before and after the introduction of aug-
mentation with noise in percent. In this diagram, the impact 
of the changes can be clearly compared.

In the comparison chart of Dice scores before and after 
augmentation, let’s assess the performance of five distinct 
models: UNet, Attention Unet, Unet++, DIU, and Residual 
Unet, with their Dice scores representing the accuracy of 
image segmentation, all depicted in percentages.

For UNet, the Dice score improved from 96.42 % before 
augmentation to 97.80 % after augmentation, indicating a note-
worthy 1.38 % increase. In the case of Attention Unet, however, 

the Dice score experienced a 
noticeable decline, dropping 
from 96.81 % before augmen-
tation to 86.00 % after aug-
mentation, resulting in a sub-
stantial reduction of 10.81 %. 
Similarly, the Unet++ model 
exhibited a slight decrease, 
shifting from 97.86 % to 
96.60 %, signifying a modest 
1.26 % drop in the Dice score.

Conversely, the DIU mod-
el demonstrated a marginal 
increase, with the Dice score 
moving from 97.34 % before 
augmentation to 97.60 % after 
augmentation, equating to a 
minor uptick of 0.26 %. Fi-
nally, the Residual Unet mod-
el experienced a reduction, 
moving from 99.09 % before 
augmentation to 97.70 % after 
augmentation, reflecting a de-
crease of 1.39 %.

These alterations in Dice scores before and after augmen-
tation offer valuable insights into how each model’s perfor-
mance responds to the data augmentation process.

 

 
  Fig. 14. Comparison of training and validation Dice for all models after augmentation images

 

 
  Fig. 15. Comparison Loss for all models after dataset augmentation
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The following Fig. 17 shows a comparison chart in ( %) 
for the Precision metric comparing before and after the in-
troduction of augmentation.

For UNet, the Precision score improved from 96.49 % 
before augmentation to 97.70 % after augmentation, indicat-
ing a notable 1.21 % increase. In the case of Attention UNet, 
however, the Precision score experienced a noticeable decline, 
dropping from 98.31 % before augmentation to 92.70 % after 
augmentation, resulting in a substantial reduction of 5.61 %. 
Similarly, the UNet++ model exhibited a slight decrease, shift-
ing from 97.91 % to 96.90 %, signifying a modest 1.01 % drop 
in the Precision score. 

These alterations in Precision scores before and after 
augmentation offer valuable insights into how each model’s 
performance responds to the data augmentation process, with 
the effects being slightly less pronounced compared to the Dice 
scores.

Below Table 3 are the results of the training speed of 
each model on the original dataset. Values are given in ms 
and rounded to the nearest integer ms.

Table 3

Training Time Comparison all models on the original 
dataset

Model Training time (ms)

UNet 171788

Attention UNet 178499

UNet++ 182925

Dense Inception UNet 442597

Residual UNet 190108

From the results of Table 3 training time, it can be 
seen that the UNet model with dense induction has a high 
learning rate of 442597 ms on the original dataset, while 
the UNet model has the lowest training time of 171788 ms 
among all the models. The results of the training time on 
the augmented data are as follows. Next, Table 4. below 
presents the results of the training time, after the change 
in the data.

 

 
  Fig. 16. Dice coefficient for all models before and after dataset augmentation (%)

 

 
  Fig. 17. Precision for all models before and after dataset augmentation (%)
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According to the results of the training time on the aug-
mented data shown in Table 4. The learning time of Dense 
Inception UNet is also higher at 1639069 ms than the other 
models, also UNet model also has the lowest score 809671 as 
in the original data.

Table 4

Training time comparison all models on augmented dataset

Model Training time (ms)

UNet 809671

AttUNet 961035

UNet++ 833381

Dense Inception UNet 1639069

ResUNet 840051

Fig. 18 shows the results of breast cancer tumor segment 
prediction on the original dataset, as it is possible to see that 
the results of all models match the original mask and the 
boundaries are clearly delineated.

Bellow Fig. 19 shows the results of all models on the 
augmented dataset.

Above are derived results of tumor segment prediction on 
augmented data with added noise and blurring. As it is possi-
ble to see from the results all models did well, all borders and 
fills match the original mask, indicating good performance. 
Once all the results are displayed, let’s go to the results dis-
cussion section.

6. Discussion of study results of cancer segmentation

The comprehensive evaluation of different breast cancer 
segmentation models from ultrasound images performed 
in this study provided valuable insights into their perfor-
mance. Recent studies in [35, 36] have emphasized the 
effectiveness of deep learning applications in breast cancer 
segmentation from ultrasound images compared to classical 
machine learning methods. These advances play a key role 
in addressing the problem of early cancer detection and the 
need for accurate localization of malignancies. However, 
for better training and improved model accuracy, a large 
amount of annotated data is required, which may limit the 
generalization ability of the models in highlighting the re-
gion of interest. Synthetic data augmentation methods play 
an important role in improving the robustness and general-
ization of deep learning models. In a study [36] experiments 
were conducted by applying to augmented data, an adaptive 
histogram equalization method to improve the contrast of 
images before training the models, yielding improved seg-
mentation accuracy. In this study, it was proposed to intro-
duce speckle noise and fuzziness into the medical ultrasound 
data, examples of ultrasound images with modifications are 
shown in Fig. 11. First, the baseline of UNet-based models’ 
performance on raw data was evaluated, with results shown 
in Table 1. The Dense Inception UNet model showed high 
segmentation performance on the raw data, obtaining a Dice 
index of 0.9734, an F1 score of 0.9924 and a minimum loss 

error of 0.19, which gives 
the potential of using in-
ception dense modules in 
this task, as the network 
can be greatly expanded us-
ing the Inception-Res block 
function and the residual 
connectivity facilitates the 
training of the network, 
in the middle part of the 
network, the dense con-
nectivity in the Dense-In-
ception block makes the 
network deeper and avoids 
the possible disappearance 
of the gradient. However, 
it should be noted that this 
model requires relatively 
longer training time than 
the others. The Residual 
UNet model also showed 
excellent segmentation re-
sults, with a Dice index of 
0.977 and F1 score of 0.976. 
The UNet model, both be-
fore and after augmenta-
tion, showed high segmen-
tation results, obtaining a 
Dice index of 0.9642 and 
F1 score of 0.9763, with 
less training time. On the 
other hand, the Attention 
UNet model with attention 
blocks, showed less impres-
sive results, with a Dice in-
dex of 0.9681 and F1 score 

 

 
  Fig. 18. Cancer prediction results of all models on the original dataset 

 
  Fig. 19. Breast cancer prediction results by all models on the augmented dataset
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of 0.9832. Also, Fig.16 and Fig. 17 show the comparison in 
terms of the Dice coefficient and Precision metrics before 
and after the injection of noise.  UNet showed improved per-
formance on Dice and Precision (1.38 % and 1.21 % increase, 
respectively). In contrast, UNet’s Attention performance 
decreased significantly (10.81 % on Dice and 5.61 % on Pre-
cision). UNet++ showed a slight decrease (1.26 % for Dice 
and 1.01 % for Precision). Dense Inception UNet showed a 
slight increase (0.26 % in Dice) and residual UNet showed a 
decrease (1.39 % in Dice). In [37] a contrast enhancement 
and speckle noise removal method was applied before 
training the UNet models, and the training resulted in a 
Dice coefficient of 0.825. These additions in data process-
ing significantly improved the model training results. In 
the research work [38], experiments were also conducted 
with data augmentations, namely using horizontal and 
vertical cutting, specular reflection and diagonal cutting 
algorithms resulted in 9.66 % and 12.43 % improvement 
in segmentation performance of Mask-RCNN and U-Net 
models. The augmentation method proposed in our study 
with the addition of speckle noise allowed to identify 
models that showed stability both before and after the 
introduction of changes. 

In addition, in works [39], a comparative analysis of 
models based on UNet and semantic convolutional networks 
for breast ultrasound image tumor segmentation was con-
ducted. The effectiveness of the models was evaluated using 
metrics such as the Dice coefficient, Jaccard index, accuracy, 
completeness, specificity, and precision. All models demon-
strated Dice coefficients above 75 %. However, the GG-Net 
and SegResNetVAE models performed better, achieving 
82.56 % and 81.90 %, respectively. Furthermore, in the re-
search work [40, 41], additional residue and attention blocks 
were incorporated into the basic UNet architecture to en-
hance segmentation. The results showed that the Dice index 
value was 0.921, slightly lower than that of UNet with dense 
input, indicating its effectiveness and the promising use of 
dense and input blocks in this task.

Thus, this study underscores the important role of syn-
thetic data augmentation techniques and UNet-based algo-
rithms. However, limitations include the constraints in data 
variability, as there are numerous tumor types, and further 
research is needed on larger annotated datasets. To further 
improve the study, it is important to consider the possibility 
of increasing the amount of data and data diversity. Optimiz-
ing training time and evaluating the practical applicability 

of models in real clinical settings also represent important 
perspectives for future research in medical image processing.

7. Conclusions

1. Comparative evaluation of segmentation methods: in 
the study, after training the models using Keras library and 
Tensorflow, different image segmentation approaches were 
compared to distinguish and highlight healthy breast tissue 
and cancerous tumors in ultrasound images. The analysis 
covered various CNN-based models including UNet, At-
tention UNet, UNet++, Dense Inception UNet and Resid-
ual UNet. Among them, the Dense Inception UNet model 
stands out with a Dice coefficient of 0.9734, F1 score of 
0.9924 and minimum loss error of 0.19, indicating its effec-
tiveness in this task.

2. Effect of data augmentation methods: the study ex-
plored the impact of data augmentation techniques on breast 
cancer segmentation accuracy. Expanding the dataset to 
2000 samples and introducing noisy (Gaussian noise with a 
standard deviation of 0.05) and blurring techniques resulted 
in improved model performance. UNet and Dense Inception 
UNet models consistently demonstrated strong segmenta-
tion results both before and after data augmentation, with 
UNet achieving Dice coefficients of 0.978 and 0.9786, and 
DIU reaching 0.976 before augmentation.
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