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A neural network was developed to predict the effect 
of phosphorus on spring wheat yields. The focus is on 
the neural network, including its structure, parame-
ters, training methods and results related to phosphorus 
effects on spring wheat yields. An algorithm for deve
loping a neural network model is also presented.

The study was conducted to address the criti-
cal need for developing a neural network to predict 
the effect of phosphorus on spring wheat yields in the 
Republic of Kazakhstan.

For data analysis, input data were used that cover 
the period from 2012 to 2022, including climatic indi-
cators, regional features and phosphorus application. 
The target variable is spring wheat yield. To ensure the 
accuracy of the study, the data were preprocessed and 
standardized, and an outlier and variance analysis was 
performed. The developed neural network was trained 
and tested to obtain the best results. The mean squared 
error was used as a metric for evaluating the quality 
of forecasting. Additionally, indicators such as mean 
absolute error and coefficient of determination were 
considered.

The results of the study showed an MSE of 7.12, 
indicating that the model agrees well with the data and 
makes accurate predictions, which also suggests its 
practical relevance. The correlation analysis of the fea-
tures showed that phosphorus application and spring 
wheat yield have a positive relationship. These results 
can be very useful for agriculture and farming enter-
prises, as they allow optimizing phosphorus application 
to the soil and increasing wheat yields
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1. Introduction

The use of neural networks has a number of significant 
advantages [1]. First, neural networks are capable of auto-
matically detecting complex and nonlinear relationships, 
which can be difficult to identify using traditional statistical 
methods [2]. Second, they are able to process large amounts 
of data, including many factors, which allows many variables 
to be taken into account in the analysis [3]. In addition, 
neural networks can be trained on data from various sources 
and adapt to changing conditions, making them a powerful 
tool for process modeling. Finally, the results obtained using 
neural networks can provide more accurate and customized 
recommendations [4]. The use of advanced technologies such 
as neural networks makes it possible to enhance the efficien-
cy of agricultural systems, as well as effectively predict and 
adapt to variable conditions in agriculture.

Automation of agriculture has become an integral part 
of modern rural production, bringing many advantages 
and opportunities. However, in the context of agricultural 
automation, it is important to take into account chang-
ing natural conditions and climatic changes, which can 
have a serious impact on yields and production efficiency.  

Given these factors, forecasting becomes a key element in 
predicting and adapting to global changes in nature [5].  
To organize such forecasting, various intelligent systems 
are being developed.

Intelligent systems have become a key tool for agricultu
ral automation, but they also face challenges and problems [6]. 
One of the essential tasks is to accurately predict various 
aspects of agricultural production, ranging from yield levels to 
optimal fertilizer and resource management methods.

Anticipating future events and changes in agriculture is 
critical to enable early adaptation to changes in climate and 
natural conditions. This, in turn, helps to increase the sustai
nability of rural production and reduce risks associated with  
changing nature [7].

In this context, it is important to conduct research and 
develop intelligent systems that can predict the impact 
of various factors, such as phosphorus, on spring wheat 
yields. Accurate forecasts will allow agriculture to make in-
formed decisions and adapt to changing conditions, ensur-
ing food security and sustainable production [8]. Therefore,  
research on the development of a neural network model 
to predict the effect of phosphorus on spring wheat yields  
is relevant.
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2. Literature review and problem statement

In modern scientific research, meteorological indicators 
and soil chemistry are most often considered as input data. 
Nitrogen, and, in rare cases, phosphorus, are common factors 
affecting crop yields. Crops such as wheat, corn and rice are 
often the subject of research, given their strategic impor-
tance for agriculture. In [9], a machine learning model was 
developed to predict winter wheat yields in Hokkaido at 
the municipal level based on meteorological data. In [10], 
a deep LSTM machine learning model was developed to 
estimate crop yields also based on climate data. The LSTM 
model showed outstanding performance in yield estima-
tion compared to backpropagation and support vector ma-
chine (SVM) methods, providing stable performance under 
changing climate and soil conditions. However, predicting 
crop yields based on weather data alone is not enough, so, 
for example, in [11], the effect of nitrogen on yields was also 
predicted. As a result, it is concluded that increasing the 
dose of nitrogen fertilizer significantly improves the yield 
and efficiency of nutrient use in wheat crops. Similarly, 
in [12] using artificial neural networks, models were deve
loped to estimate total nitrogen and mineralized nitrogen at 
the district level, as well as to predict wheat yields. The best 
model from this study showed that yields can be predicted 
based on precipitation, photothermal quotient and minera
lized nitrogen.

It was the use of phosphorus that was considered in [13], 
where a neural network was developed that predicts chan
ges in phosphorus levels in the soil during its cultivation. 
However, the effect of phosphorus on yields proved to be 
unpredictable due to limitations in the data considered. 
In [14], three multicriteria models were created to predict 
wheat yields using neural networks with the Multilinear Per-
ceptron topology based on climate data and fertilizers (con-
taining phosphorus). These models can predict and model 
yields for only three dates: April 15, May 31, and June 30.  
Also in [15], phosphorus, potassium, nitrogen application 
and climate data were used to predict rice yields in India. 
The study proposed a hybrid MLR-ANN (Multiple Linear 
Regression – Artificial Neural Network) model for more 
accurate forecasting. 

In [16], two methods, the linear regression method (LASSO)  
and the backpropagation neural network method (BPNN), 
were compared to predict wheat yield at the field level based 
on climate data and soil characteristics. Another work [17] 
developed and evaluated a model for predicting winter wheat 
yield potential. The main input data for the prediction were 
estimated soil parameters (calcium, phosphorus, magnesium 
and others) using online soil spectroscopy with a prototype 
sensor. The proposed architecture provided visual informa-
tion on factors affecting yield potential from online data on 
multilayer soil properties and crop growth characteristics 
based on satellite images. The work [18] investigated the 
possibility of predicting wheat yields in China using mul-
tidimensional data such as climate, remote sensing and soil 
data (physical and chemical soil properties) using machine 
learning methods. The results showed that models based on 
machine learning methods such as SVM, GPR and RF can 
give accurate yield forecasts with high accuracy, however, the 
listed works do not consider phosphorus application to the 
soil, but phosphorus already present in the soil. 

To date, none of the papers reviewed has investigated or 
examined the effect of phosphorus on spring wheat yields.  

It is important to emphasize that such research will have sig-
nificant relevance and potential practical implications for the 
agricultural sector. If a robust model is developed to predict 
the effects of phosphorus on spring wheat yields, this can be 
of great importance for agricultural producers, helping them 
optimize fertilizer use and increase yields.

All this suggests that it is advisable to conduct a study 
on the development of a neural network model to predict the 
effect of phosphorus on spring wheat yield.

3. The aim and objectives of the study

The aim of the study is to develop a neural network mo
del for training data on phosphorus and predicting its impact 
on wheat yields. This will make it possible to effectively orga-
nize sowing and increase the yield of spring wheat.

To achieve the aim, the following objectives are accom-
plished:

– to prepare data for neural network training;
– to develop an algorithm and model for predicting the 

effect of phosphorus on spring wheat yield.

4. Materials and methods

The object of the study is the modeling of a neural network 
to predict the effect of phosphorus on spring wheat yields. 

The hypothesis of the study suggests that the use of a neu-
ral network model will allow predicting the effect of phospho-
rus on spring wheat yields with high accuracy. 

For training, input data from the National Bureau of Sta-
tistics of the Republic of Kazakhstan [19] and the National 
Hydrometeorological Service of the Republic of Kazakhstan 
were used [20]. The raw data included information on soil 
surface temperature, humidity, and precipitation over the 
past 10 years for various regions every three hours of every 
day of the year. The data provided also contain information 
on phosphorus application to the soil and spring wheat yield 
by region for each year. The presented data were processed, 
and the final dataset included such features as soil surface 
temperature, humidity, precipitation from April to Septem-
ber and phosphorus application. Spring wheat yield was 
chosen as the target variable. 

Prior to training, preliminary data processing was carried 
out. This involved handling missing values and standardizing 
features. The missing values were filled in with the medians 
of the corresponding feature. The median value is the most 
suitable filling method for this study, as it divides the ordered 
dataset into two equal halves, and it can be more robust to 
outliers present in the dataset in question. 

To eliminate differences in scale between the features 
used in the analysis, the feature standardization procedure 
was applied. Standardization is an important step in pre-
paring data for training a neural network model and allows 
features to be comparable in size and scale.

Correlation between the parameters was also analyzed 
to determine the importance of each factor in the context of 
the impact on spring wheat yield. This correlation analysis 
helped to better understand the relationships between the 
various variables and their impact on the target. 

In the final stage of data preparation, outliers and vari-
ance in the dataset were analyzed. The outlier and variance 
analysis is an important step in data processing, as it allows  



Eastern-European Journal of Enterprise Technologies ISSN 1729-3774	 6/4 ( 126 ) 2023

34

you to identify and account for anomalies or errors in data 
that can distort the results of the analysis.

Various statistical methods were used to identify poten-
tial outliers or anomalies in the data, including box plot ana
lysis, value standardization, and outlier detection methods 
based on data distribution. 

The mean squared error was used as a metric for evaluat
ing the quality of forecasting. Assessing the quality of the 
model using MSE will allow us to judge how well the develo
ped model is able to reproduce the effect of phosphorus on 
spring wheat yield. In addition, the training process will be 
carefully reviewed in order to minimize MSE and achieve the 
best forecasting results. To assess the quality of the model, ad-
ditional metrics were applied – mean absolute error (MAE) 
and coefficient of determination (R2). MAE is the mean of 
the absolute differences between the model’s predictions and 
actual values. It is a measure of model accuracy, with a lower 
value indicating more accurate predictions.

The coefficient of determination (R2) provides a measure 
of how well the model explains the variability of the depen-
dent variable relative to independent variables. The R2 value 
ranges from 0 to 1, with 1 indicating a perfect fit of the model 
to the data, and a value closer to 0 means that the model does 
not explain the variance in the dependent variable.

5. Results on predicting the effect of phosphorus  
on spring wheat yield

5. 1. Preparing data for neural network training
The existing neural network models did not consider the 

effect of phosphorus on wheat yield and focused more on 
meteorological data. Therefore, to model a neural network 
that will take into account not only weather data, but also 

phosphorus application in the Republic of Kazakhstan, it is 
important to perform a number of actions.

To achieve accuracy in forecasting, it is necessary to stan-
dardize the features. The feature standardization procedure was 
carried out using StandardScaler from the sklearn library in 
Python. Fig. 1 shows the data before and after standardization.

 
 

 
Fig. 1. Data before and after standardization

Each feature and target variable were also analyzed. 
Table 1 shows the relationships between the features and 
the target variable (correlation coefficient) and their charac
teristics.

The next step was to analyze outliers and variance in 
data processing. As can be seen in Fig. 2, there are outliers 
for some features. But within the framework of this study, 
such a feature as phosphorus application to the soil has 
more weight.

Table 1
Feature characteristics and correlation coefficient

Feature Description Unit of measurement Correlation coefficient with the target variable

year Year of sowing – 0.203773

location Place of sowing (location) Id –0.032777

T_april, T_may, T_june,  
T_july, T_august, T_september

Average soil surface tempera-
ture from April to September  

of the specified year
°С

–0.021887

–0.098259

–0.114572

–0.084751

–0.058412

–0.038178

humidity_april, humidity_may, 
humidity_june, humidity_july, 

humidity_august,  
humidity_september

Average air humidity from  
April to September of  

the specified year
%

0.084636

0.083512

0.112556

0.098496

0.083570

0.074636

precipitation_april,  
precipitation_may,  
precipitation_june,  
precipitation_july,  

precipitation_august,  
precipitation_september

Average precipitation  
from April to September  

of the specified year
mm

–0.021887

–0.098259

–0.114572

–0.084751

–0.058412

–0.038178

phosphorus
Phosphorus application  

to the soil in the specified year
centner 0.432935
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These outliers do not represent errors in the data, but are 
real anomalies, and therefore the possibility of leaving them 
was considered. Thus, the preprocessed data are ready to be 
fed into the developed neural network.

5. 2. Development of an algorithm and model for pre-
dicting the effect of phosphorus on spring wheat yields

The algorithm for developing a neural network model 
to predict the effect of phosphorus on spring wheat yield is 
shown in Fig. 3.

 
Fig. 3. Algorithm for developing a neural 

network forecasting model

As part of this study, a neural network was 
developed consisting of several layers, includ-
ing input, hidden and output layers. The archi-
tecture (Fig. 4) was matched to the regression 

problem, and activation functions were optimized during the 
experiments. Data such as soil surface temperature, air humi
dity, precipitation from April to September, year and location, 
and phosphorus application are fed to the input of the neural 
network. And to the output – the yield of spring wheat.

The model was trained on a training dataset using the 
mean squared error as a loss function. The mean absolute er-
ror and the coefficient of determination were also considered. 
To speed up convergence, the Adam optimizer was used. 

  
Fig. 2. Box plot for all columns

Fig. 4. Architecture of the forecasting neural network
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Table 2 shows the forecasting results using the developed 
neural network.

The graph below (Fig. 5) shows the results of neural net-
work predictions on the effect of phosphorus levels on spring 
wheat yield. The graph displays the predicted (in green) and 
actual values (in blue) of spring wheat yield.

From the analysis of the presented graph, it can be said 
that the actual and predicted values show similarity and 
subtle differences in their numerical expressions, which in-
dicates the level of proximity between these sets. The values 
of actual and forecast data are in close proportion and do not 
show significant amplitude gaps or systematic discrepancies.

6. Discussion of the results of predicting the effect  
of phosphorus on spring wheat yield

The process of modeling a neural network for predicting 
the effects of phosphorus on spring wheat yields included 
data processing, the development of an appropriate algo-
rithm, and the creation of a neural network. By the results 
of analyzing the input data, outliers were found (Fig. 2), and 
the values of the input variables had different scales. In this 
regard, standardization was carried out (Fig. 1), which made 
outliers less noticeable and equalized the scale of the features.

From Table 1, an important observation can be highlighted: 
among all the factors influencing wheat yield, the highest cor-
relation coefficient (0.43) is observed in the case of phospho-
rus application to the soil. This indicates a clear relationship 
between phosphorus application to the soil and wheat yield, 
which can be considered a key factor for increasing yields.

According to the algorithm shown in Fig. 3, a neural net-
work model with a hidden-layer architecture was built (Fig. 4). 
This neural network was trained using processed input data.

To assess the quality of the model, the mean absolute 
error (MAE) and mean squared error (MSE), as well as the  
coefficient of determination (R2), were used. The model 

shows an MAE of 1.52 and an MSE of 7.12, indi-
cating that the model generally agrees well with 
the data and makes accurate predictions.

Based on the results of forecasting the effect of 
phosphorus on spring wheat yield, the coefficient 
of determination is 0.87. This is a good indicator, 
showing a good fit of the model to the data, and is 
also higher than the results in a similar work [14].

In the graph (Fig. 5), you can see that the pre-
dicted values (in green) are similar to the actual 
values (in blue) over the entire time interval. This 
agreement between predictions and actual data con-
firms the reliability and efficiency of the algorithm.

A feature of the results obtained, compared to 
other works [13–15], is that hidden layers are used 
in which meteorological data and the amount of 
phosphorus added are processed. The study con-
firms the importance of phosphorus application to 
the soil to increase spring wheat yields, as there is 
a positive correlation between these parameters. 
The results of the model evaluation by metrics 
indicate the high efficiency of the developed model 
and its ability to accurately predict spring wheat 
yields when phosphorus is applied to the soil. The 
results are explained by the correct selection and 
processing of data, the adapted neural network 
model and adequate interpretation of the data.  
Besides, high rates of the coefficient of determi-
nation, low values of the mean squared and mean 
absolute errors demonstrate high accuracy of the 
model. These results have the potential for appli-
cation in agriculture and allow farmers to make 
more informed decisions to increase wheat yields.

The result of data training can be limited by the bounda
ries of applicability within the Republic of Kazakhstan, since 
all data were collected regarding crops grown in the fields 
of this country. But the results of this study can be applied 
in other countries, provided that the climatic and soil con-
ditions are similar to those of the Republic of Kazakhstan. 
Further steps include conducting additional research and 
experiments in various geographical areas to adapt the deve
loped methods to local requirements and features.

The disadvantage of this development is the lack of an 
interface, which, accordingly, makes it impossible to supple-
ment with new data, train and save them in the database. 
Further development of this research provides prospects 
for developing a system with improved access and interface.  
The creation of such a system can help increase the accessi-
bility and clarity of the results obtained, as well as provide  
a wider range of users interested in this area.

7. Conclusions

1. When analyzing the input data for training the developed 
neural network, missing values were found, which were suc-
cessfully filled with median values. To ensure the stability and 
consistency of the data, the features were standardized in order 

Table 2
Forecasting results

Metric Designation Formula Value

Mean squared 
error

MSE MSE
n

y yii
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= −( )=∑1 2

1
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Coefficient of 
determination

R^2 R
y y

y y
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Fig. 5. Graph of actual and predicted data
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to equalize their variance. Additionally, an analysis of outliers 
and correlations between the features and the target variable 
was carried out. As a result of all the measures taken, processed 
data were submitted at the input of the neural network.

2. As a result of the study, an algorithm for building 
a  neural network was developed to predict the effect of phos-
phorus on spring wheat yield. A neural network model was 
built that successfully predicts results. The evaluation of the 
model quality showed that the mean squared error (MSE) 
was 7.12, the mean absolute error (MAE) was 1.52 and the 
coefficient of determination (R2) was 0.87. The results con-
firm the reliability and accuracy of the algorithm and model.
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