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1. Introduction

The proliferation of fake news in the digital world poses a serious challenge to the verification and veracity of information. The constant spread of misleading or fabricated information through various online platforms requires the use of sophisticated methods to combat the spread of misinformation. Existing methods are usually unable to cope with the volume of fake news generated daily. They are not adapted to the topic, or the model is not trained on similar texts, which affects the effectiveness of the method. In response to this critical need, the proposed research examines a comprehensive method for detecting fake news by using natural language processing (NLP) and the BM25 algorithm.

Using the BM25 algorithm, which is known for its effectiveness in information retrieval tasks, simplifies the task of distinguishing real news articles from fabricated ones. And the combination of it and NLP helps achieve the goal of this work and devise a reliable and adaptive solution to the problem of spreading false information.

The current paper examines a step-by-step method of analyzing the text of news related to the ongoing war in Ukraine using natural language processing. The parameters of the ranking function are adjusted and adapted to the specifics of the input data. The subtleties of the proposed method for recognizing fake news are considered, namely the effect of changing the parameters of the BM25 algorithm on the speed and accuracy of processing.

Scientific research on this topic is important because existing methods of automatic verification of news lose significantly in time and accuracy of text processing compared to the speed of their creation and distribution. The results of such studies are needed in practice because they ensure the construction of a reliable and effective method for combating misinformation. They complement and strengthen the existing ways of checking information in the digital environment for reliability and truthfulness.

2. Literature review and problem statement

More and more researchers around the world are raising the issue of combating misleading information. For this, all possible variants of automatic verification of texts are involved, using machine learning algorithms and improving them in various possible ways, in particular mathematical solutions such as the Naïve Bayes classifier or BM25. In particular, work [1] presents an overview of different approaches to checking news for truth and provides an understanding of the main characteristics of NLP and machine learning (ML). There is a separate stage of word classification using three approaches: Passive Aggressive, Naïve Bayes...
classifier, and Support Vector Machine. It is shown that a simple classification is not completely effective for detecting fake news. The reason for this may be the peculiarities of the set of unstructured input data. An option to overcome these difficulties can be optimally selected classification parameters.

This approach is described in [2]. This method uses the Naïve Bayes Document Classifier together with TF-IDF, presenting a novel text classification scheme that learns from datasets and accurately classifies unstructured text into True and False groups. However, the issues of text specificity or linguistic features remain unresolved.

The option to overcome these limitations is eliminated in work [3]. The FDCD-TF-IDF algorithm is presented, an improved feature weighting technique that combines word frequency distribution and category distribution information. This approach improves the representation of the importance of feature elements by taking into account the relationships between elements and categories, as well as the characteristics of the category. However, it does not address the performance issue of large input data, which potentially increases the computational load during real-time news text analysis.

An option to overcome such difficulties can be a solution that does not take into account the distribution of words in the text. This is the approach used in work [4]. It emphasizes the problem of inadequate extraction of eigenvalues in non-unified text classification, referring to the traditional TF-IDF word frequency ranking model. The authors offer an improved solution – the extended TF-IDF algorithm, which eliminates the irregular distribution of the text. Experimental results demonstrate that using this enhancement outperforms the original algorithm in terms of accuracy and recall for classification tasks. This innovation aims to address the shortcomings of traditional TF-IDF, presenting the potential for significant improvements in real-world text classification scenarios.

Another approach to solving the problem of summarizing and losing the weight of important words in the text is proposed by researchers in the method [5] of weighting mTF-IDF-Assoc terms. This approach integrates a modified association concept. It considers document length (DL) to normalize term frequency by dividing it by the length of the document vector, subsequently including IDF and Assoc when calculating word weights. This approach improves the accuracy of multiclass classification. However, the obtained results are justified only on short news texts from the Twitter network, the problem of processing full news texts remains unsolved.

An alternative effective method of detecting fake news based on NLP together with the use of a naïve Bayes classifier is research [6]. A hybrid algorithm is proposed, which deploys a simple Bayesian classifier on each final node of the constructed decision tree. The results of the research will demonstrate the excellent classification efficiency. However, high accuracy rates remained an unresolved issue.

Solving this issue, as well as the limitations of the TF-IDF method in terms of understanding the essence of the sentence, was considered in study [7], focusing exclusively on word segmentation. The authors modified the method to capture language features for classification purposes. In addition, work [8] analyzed in detail the influence of various term frequency factors on seven controlled term weighting schemes. The results showed that modifying the term frequency factor improved the performance of almost all weighting schemes. Such a modification refers to the frequency of collections of words, and not to a single term, which makes relevant studies inexpedient.

Another approach to solving the problem is described in the work on the optimization of the BM25 algorithm [9]. The main contribution of that paper is a new method for information content field weighting (ICFW). It applies weights to the structure without optimization and overcomes the problems faced by some existing SDR models, including the issue of term frequency saturation in documents. The authors emphasize that they managed to achieve not only a balanced value of the criteria of the BM25 algorithm but also a significant increase in performance for non-optimized search. However, the result depends on the structure of the documents, which indicates the impossibility of applying it to the analysis of news on the Internet.

An option to overcome difficulties with unstructured data is the selection of optimal limits of the BM25 algorithm. In study [10], a number of experiments were conducted to accurately select the parameters of the BM25 algorithm to achieve the fastest possible result on large language models (LLM) in the field of natural language processing (NLP). The work states that large volumes of input data are not a guarantee of their fast processing, a well-chosen pair of coefficients has a much greater impact. However, the selection of BM25 algorithm parameters depends solely on the input data set and the needs of the result.

All this allows us to state that it is appropriate to conduct a study aiming to search for optimal parameters of the BM25 ranking algorithm for recognizing fake news based on natural language processing.

3. The aim and objectives of the study

The purpose of our study is to improve the method of recognizing fake news based on natural language processing due to the optimal selection of parameters of the BM25 word ranking algorithm. This will make it possible to increase the accuracy of the assessment of the importance of words in the text and their classification without losing the speed of news analysis.

To achieve the goal, the following tasks are set:
- to perform an analysis of the relevance of the BM25 algorithm to the assessment of the importance of words in the text in the method of recognizing fake news;
- to devise a method for determining the balanced parameters \( k_1 \) and \( b \) of the BM25 algorithm, which allows improving the method of recognizing fake news to increase the efficiency of processing texts with dynamically changing length, as well as unbalanced data and topics.

4. The study materials and methods

4.1. The object and hypothesis of the study

Given the speed at which news spreads, standard natural language processing analysis does not perform well. It needs improvement and different methods of speeding up and increasing accuracy. Therefore, the object of the proposed
research is the method of natural language processing (NLP) for automatic recognition of fake news. The main hypothesis of the research is the possibility of optimizing the method of news analysis due to the application of the BM25 algorithm at the stage of evaluating the importance of words in the text.

4. 2. Modified method of detecting fake news
A well-known method for identifying fake news using natural language processing (NLP) is described in [7]. Processing of input data according to the described method is based on generally accepted methods of data collection and formatting for their further analysis and modeling. The stages of data processing according to the given method of identifying fake news are given below:

1. Data collection: The first step is to select diverse, reliable sources for data collection. The input data sets are taken from a database of the European Union, which contains reliable news sources, the texts of news and posts of users on social networks, as well as websites that commonly publish false information. This provides a variety of input data, allows the model to work with different content, includes links to verified sources and facts. This approach to the formation of the array of data helps determine real or fake news, compare the results of the analysis, and make an assessment of the correctness of the algorithm.

2. Labeling: Accurate labeling or labeling is essential for model training and evaluation. Each article in the data set is automatically labeled as “real” or “fake” based on the assessment of fact-checkers from a database of verified news.

3. Balancing: Ensuring a balanced data set with nearly equal numbers of genuine and fake articles is necessary to prevent bias in the model and optimize performance.

4. Data pre-processing: starts with text cleaning. Elements such as HTML tags, URLs, and special characters are removed to focus the NLP model on the semantic content of the text. This is followed by converting all to lowercase, tokenizing, extracting stop words, stemming, lemmatization, processing numeric data, removing null values from the database, working with unbalanced classes, and encoding labels.

5. After completing the data collection and pre-processing, we receive a cleaned and structured data set, ready for extracting the features of the text and modeling.

6. Feature Extraction: Pre-processed text data is converted into numerical values that are used for machine learning. The TF-IDF algorithm transforms text into a high-dimensional vector representation, preserving semantic information.

7. Linguistic and contextual feature engineering: at this stage, additional linguistic features are identified (tags of parts of speech, syntactic dependencies, named entities) responsible for detailed linguistic characteristics. Contextual features (sentiment analysis scores) – emotional coloring of the text.

8. Classification and evaluation of the importance of words in the text: standard approaches use classification algorithms such as Naïve Bayes, the method of support vectors. TF-IDF is the most widespread among them.

9. Model training: based on the vector representation of real and fake news tokens, the selected models go through the training stage. Hyperparameter tuning is also done to optimize performance.

10. Cross-validation and evaluation of results: Evaluating the model’s performance using metrics such as accuracy, speed, and recall measure its effectiveness in separating real from fake news.

11. Robustness testing: models are robustly tested on news sets not previously trained. It is important that the datasets differ in content and linguistic features.

Our paper proposes to improve the method of recognizing fake news at the stage of classification and assessment of the importance of words in the text. It is assumed that the use of the BM25 algorithm will allow balancing the parameters of the ranking function with the aim of processing arrays of text with a dynamically changing length with increased accuracy without affecting the speed of the algorithm.

4. 3. Analysis of the effectiveness of TF-IDF and BM25 algorithms for evaluating the importance of words in the text
The TF-IDF and BM25 algorithms are widely used in various natural language processing tasks, such as text analysis, information retrieval, keyword extraction, and others. The use of one of the algorithms plays an extremely important role in the modified method of recognizing fake news to solve the following problems:

1) identification of the importance of the term;
2) selection of key terms;
3) reduction of auxiliary words in the text;
4) preservation of contextually important words;
5) improvement of classification accuracy.

The most common algorithm is TF-IDF (Term Frequency-Inverse Document Frequency). The result of his work is a numerical value that is used in text analysis to evaluate the importance of a word in a document compared to a collection of documents. TF-IDF helps highlight words that are characteristic or unique to the document, while reducing the importance of auxiliary words (“the”, “and”, ...). In this way, TF-IDF detects keywords and reduces the influence of generic terms that have no linguistic meaning in a particular document or context.

The BM25 (Best Match 25) algorithm is an improved version of TF-IDF, used to solve identical problems. However, BM25 has a different mechanism for evaluating the importance of words and takes into account the weight parameters of terms $k_1$ and $b$.

During the implementation of the fake news recognition method, the TF-IDF algorithm is used, but in our study, it is proposed to apply BM25. To justify the choice, a comparative theoretical analysis of the standard characteristics of the two algorithms was conducted in the context of their use to solve the problem of classification and assessment of the importance of words in the text. The results of the analysis are given in Table 1.

Considering the above comparative characteristics, the TF-IDF algorithm is fundamental and widely used to estimate the importance of words in text. However, the BM25 algorithm eliminates such problems of TF-IDF as term frequency normalization, dynamic document length, processing of common and rare terms. Based on these characteristics, the BM25 performs better in word processing tasks, namely with documents that vary significantly in length or contain repeated terms.
Comparison of characteristics of TF-IDF and BM25 algorithms

<table>
<thead>
<tr>
<th>Comparison sign</th>
<th>TF-IDF</th>
<th>BM25</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic concept</td>
<td>Evaluates the importance of a term in a document relative to a set of documents. Based on the calculation of the frequency of the term in the document (TF) and the inverse frequency of the term in the entire array of documents (IDF).</td>
<td>An extended version of TF-IDF, focused on solving the term saturation problem. BM25 takes document length into account and modifies the term frequency component of TF-IDF to prevent over-importance of repeated terms.</td>
</tr>
<tr>
<td>Determination of the periodicity of the term in the text</td>
<td>Directly uses the frequency term in a document without considering the length of one or the average length of all documents in the text set.</td>
<td>Includes term frequency normalization based on document length, making it less sensitive to length variations.</td>
</tr>
<tr>
<td>Calculation of the inverse frequency of documents</td>
<td>Uses a logarithmic transformation to assign a weighting factor to reduce the importance score to terms that occur frequently in the text. However, it does not always handle very common or rare terms effectively.</td>
<td>Uses a more complex IDF calculation that does not depend solely on the logarithm of the ratio of the total number of documents to those containing the term. BM25 can handle both common and rare terms.</td>
</tr>
<tr>
<td>Scalability</td>
<td>Does not count because it requires TF and IDF values to be calculated for each term in the document without first calculating them.</td>
<td>Takes into account Calculations include more complex components to account for the length of documents. Although this may increase the time spent on calculations.</td>
</tr>
<tr>
<td>Effectiveness of calculating the importance of words in the text</td>
<td>Works well in many scenarios, but may not handle certain issues like term frequency normalization and variations in document length.</td>
<td>Known for its reliability in processing documents of different lengths and changes in the frequency of deadlines.</td>
</tr>
<tr>
<td>Use and application</td>
<td>Widely used in search engines and applications for finding or analyzing text due to its simplicity and efficiency.</td>
<td>Increasingly popular in word processing tasks due to its ability to more efficiently cope with the complexity of long documents and varying term frequency.</td>
</tr>
</tbody>
</table>

4.4. Adjusting the parameters of the BM25 ranking algorithm

The well-known word ranking algorithm BM25 has defined execution stages [11] involving the necessary parameters, depending on the input data set:

1. Term frequency adjustment (TF): BM25 takes into account the frequency of the term but adjusts its fullness in the document. However, the algorithm introduces term frequency normalization to mitigate the effects of those that occur too many times in the input data. Normalization is achieved through parameter \( k_1 \) in formula (1):

\[
TF'_i = \frac{TF_i \times (k_1 + 1)}{TF_i + k_1 \left(1 - b + b \times \frac{DL}{AvgDL}\right)}, \tag{1}
\]

where \( TF_i \) is the normalized term frequency, \( TF'_i \) is the adjusted term frequency, \( k_1 \) regulates the saturation of the term frequency normalization, \( b \) affects the ratio of the document length to the term frequency normalization, \( DL \) is the document length, \( AvgDL \) is the average document length.

2. Inverse document frequency (IDF): similar to TF-IDF, BM25 considers the importance of a term in the entire document corpus. However, the IDF in BM25 has been modified to provide more accurate results. This reduces the influence of very common and very rare terms and prevents bias in the results. The IDF component for term \( i \) is given by formula (2):

\[
IDF_i = \log \left( \frac{N - n_i + 0.5}{n_i + 0.5} \right), \tag{2}
\]

where \( N \) is the total number of documents, \( n_i \) is the number of documents with term \( i \).

3. Term frequency normalization: BM25 normalizes term frequency based on document length. This is done to balance the impact of long documents that have a higher frequency of terms compared to shorter ones. This normalization factor helps reduce the bias towards longer documents. In this step, the TF and IDF components are combined in formula (3) to calculate the weight of term \( i \) in the document:

\[
Weight_i = TF'_i \times IDF_i. \tag{3}
\]

4. Adjustment factors \( k_1 \) and \( b \): two parameters \( k_1 \) and \( b \) are introduced into the algorithm to adjust the results. The parameter \( k_1 \) controls the change in the rate of saturation of the frequency of the term in the text. The \( b \) parameter controls the effect of document length normalization.

5. Evaluation of the value of the term in the document: the evaluation of the relevance of the document to a certain iteration of the algorithm is calculated according to formula (4) by summing the value of each term present in the document:

\[
Score_{doc} = \sum Weight_i. \tag{4}
\]

In all iterations, BM25 generates a score for each document based on the relevance of terms to it. Documents with higher scores are considered more relevant to the iteration request.

6. Ranking: at the end, papers are ranked based on their scores. The higher the score, the more important the document is considered for the conditions of a particular iteration.

At the third stage of the BM25 algorithm, normalization factors are introduced for the TF component, improving the accuracy of term frequency estimation in the ranking process. In the fourth step, the parameters \( k_1 \) and \( b \) are adjusted for specific characteristics of the data set, which makes it more complex compared to traditional TF-IDF models and more effective for the task of evaluating text for fakeness or truthfulness.

At the same time, the methods of selecting parameters can be completely different and do not affect the final result. Thus, the researchers considered various methods of selection of coefficients, for example, a probabilistic interpretation of TF BM25 normalization and its parameter \( k_1 \) based on a logarithmic model for the probability of meeting
a document in the collection with a given level of TF [12]. In study [13], a framework was proposed for searching articles by checking the context of the original tweet, which may contain misinformation. The scientific value and relevance of this work lies in the experimental selection of parameters of the BM25 algorithm for effective analysis of tweets. This technique is used to validate both texts and images and achieves high results on real datasets. The optimal selection of coefficients $k_1$ and $b$ of the BM25 function depends on the input data and cannot be taken as a universal value for decisions with different criteria [14]. Therefore, the proposed technique takes into account unstructured, unbalanced news texts of different lengths. The machining process should have optimal indicators between accuracy and processing speed.

### 4.5. Technique for selection of algorithm parameters

For the effective operation of the BM25 algorithm with the task of distinguishing real news from fake news and ensuring a balance between accuracy and speed of data set processing, it is necessary to adjust the parameters and evaluate their effectiveness. This process is based on the following input criteria:

- texts of different lengths;
- an unbalanced set of input data;
- topics related to the Russian-Ukrainian war;
- text processing should be done as quickly as possible.

Based on the defined criteria, a technique for selecting and validating the parameters of the ranking algorithm is proposed. This approach involves the following stages:

1. **Handling text length variations:** $k_1$ parameter must be adjusted to account for changes in text length. Higher values of $k_1$ (within a reasonable range) can be useful because they affect the normalization of the frequency of the terms. However, to account for different lengths of texts in the data set, it is necessary to experiment with the values of $k_1$.

2. **Management of unbalanced data:** parameter $b$ affects the normalization of document length. Therefore, decreasing the value of $b$ can help balance the effect of document length on the IDF component.

3. **Balancing between accuracy and speed:** accuracy requirements should not have a negative impact on computing speed. To increase the speed without significant damage to the accuracy, it is necessary to adjust $k_1$ and $b$ moderately, and not to set extreme values.

4. **Selection of a validation strategy:** cross-validation methods are chosen to fine-tune the parameters, given the size-proportional input data sets.

5. **Iterative experiment:** Several experiments were performed, systematically adjusting $k_1$ and $b$ in small steps. This helps understand their impact on the accuracy and efficiency of calculations.

6. **Optimization and verification:** a configuration of parameters ($k_1, b$) is chosen that maximizes accuracy while meeting speed requirements. This choice is tested on a new test data set to ensure its universality.

7. **Final model selection:** The selection results in a combination of parameters that provides the best balance between accuracy and speed on the test set and takes into account high performance requirements.

This approach is necessary to take into account all the specified input data criteria and optimally selected parameters. Verification of the results is performed experimentally.

### 5. Results of investigating the recognition of fake news with natural language processing and balanced parameters of BM25

#### 5.1. Analyzing the relevance of the BM25 algorithm to the assessment of the importance of words or terms in the text

To justify the choice of using the word ranking algorithm, an analysis of the relevance of the BM25 algorithm to the assessment of the importance of words or terms in the text in comparison with TF-IDF was carried out. The results of this analysis are given in Table 2.

Our analysis theoretically substantiates the reliability of the assumption that the use of the BM25 algorithm affects the accuracy of the assessment of the importance of words in the text and their classification without losing the speed of news analysis. And it is the basis of further balancing of BM25 parameters based on the characteristics of the input data set.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>TF-IDF</th>
<th>BM25</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assessment of the importance of the term</td>
<td>Evaluates the importance of a term in a document and in the entire data set. Terms that occur frequently in a particular document, but less frequently in the entire corpus, are considered more important.</td>
<td>Improves TF-IDF by accounting for document length and addressing term saturation, providing a more detailed assessment of term importance.</td>
</tr>
<tr>
<td>Key terms</td>
<td>Identifies terms that are statistically significant in a document by comparing their frequency with the overall frequency in the entire set of documents. Unusual terms in the array, but frequent in the document, indicate specific relevance or uniqueness.</td>
<td>Solves the problem of processing common and rare terms, allowing to distinguish key terms more efficiently and to take into account the length of a specific document and the characteristics of the array of all documents.</td>
</tr>
<tr>
<td>Reducing noise and emphasizing contextual relevance</td>
<td>Helps filter out common words (such as «and», «that», «or», etc.) that appear frequently but do not have a significant meaning. This reduction of noise helps to focus on important terms.</td>
<td>Similarly, it reduces noise by considering different document lengths. At the same time, it provides a more context-relevant evaluation of terms.</td>
</tr>
<tr>
<td>Effective representation of functions</td>
<td>Converts text into a numeric representation (vectors) while preserving semantic information. Creates the basis of machine learning models for text analysis and classification.</td>
<td>Improves text rendering by removing limitations in TF-IDF. Provides a more balanced and accurate representation of features for modeling.</td>
</tr>
<tr>
<td>Increasing the accuracy of classification</td>
<td>Creates more informative and differentiated representations of texts. This helps build classification models that better distinguish between real and fake news based on an assessment of the importance of terms in a document.</td>
<td></td>
</tr>
</tbody>
</table>
5. 2. Results of investigating the technique of balancing the parameters $k_1$ and $b$ of the BM25 algorithm for the implementation of the improved method

To obtain a balanced value of the parameters, a number of experimental studies were conducted for different data sets. Input samples were formed from news from social networks with a difference in the creation date of one day. Table 3 gives the results of selecting the configuration of parameters taking into account the priority of various criteria.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>$k_1$</th>
<th>$b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed priority</td>
<td>from 1.0 to 1.5</td>
<td>from 0.3 to 0.5</td>
</tr>
<tr>
<td>Accuracy priority</td>
<td>from 2.5 to 3.5</td>
<td>from 0.6 to 0.8</td>
</tr>
<tr>
<td>Compromised values</td>
<td>from 1.5 to 2.5</td>
<td>from 0.5 to 0.8</td>
</tr>
</tbody>
</table>

In the first case, the parameters are selected according to the priority of calculation speed, while maintaining acceptable accuracy. Smaller values of $b$ minimize the effect of document length on the IDF and therefore speed up the computation. In the second, the parameters emphasize accuracy and memorization, giving preference to calculation speed. A higher value of $k_1$ enhances the effect of term frequency normalization, while a slightly higher $b$ maintains a certain balance in document length normalization. In the third, the values strike a balance between term frequency normalization ($k_1$) and document length normalization ($b$), offering a good compromise between accuracy and recall while maintaining a reasonable computational speed.

For a deeper understanding of the influence of coefficient variation, a chart of the BM25 evaluation function is plotted depending on the frequency of terms and taking into account the IDF (inverse frequency of documents) according to formula (1).

In Fig. 1, $a$, a chart of the function with coefficients $k_1=1.0, b=0.3$ is plotted; in Fig. 1, $b$, a chart of the BM25 evaluation function is plotted with parameters $k_1=2.5, b=0.8$.

At the same time, with the first combination, it was possible to achieve a full-fledged jump of the curve for the terms faster, and with the second – a noticeable effect of increasing the iterations for the accuracy of the ranking assessment.

Fig. 2 shows the evaluation function of BM25 with the value of the parameters $k_1=1.7, b=0.9$.

![Fig. 1. Chart of the BM25 evaluation function with priority: $a$ — speed; $b$ — accuracy](image1)

![Fig. 2. Chart of the BM25 evaluation function with optimal parameters](image2)
With the given parameter values, it was possible to achieve the best result for the research task. Although $b$ is outside the previously calculated trade-off range, this combination of $k_1$ and $b$ is well balanced and has a trade-off between speed and accuracy.

Parameter sets were evaluated using cross-validation and performance metrics. At the same time, the model demonstrates an increase in accuracy of up to 14%, compared to the use of the standard TF-IDF calculation. The results show that the proposed combination best meets the criteria of accuracy and speed of distinguishing real news from fake news.

6. Discussion of results of the research on recognition of fake news based on NLP and balanced parameters of BM25

Research on fake news recognition using natural language processing (NLP) using the BM25 algorithm presents a comprehensive approach to combating disinformation.

The integration of the BM25 algorithm into the method of recognizing fake news has shown its effectiveness and reliability for text analysis. Its adaptability to documents of different lengths is a notable advantage. Comparative analysis in Table 2 confirms the effectiveness and feasibility of using the BM25 algorithm with high performance requirements. This is explained by the fact that BM25 is adapted to dynamically changing the length of the text and an unbalanced data set. In contrast to the solution from [15], where the tasks of classification and ranking of words in the text are implemented using TF-IDF, the result of involving the BM25 algorithm for evaluating the importance of words in the text in the method of recognizing fake news. This algorithm makes it possible to introduce and balance such a pair of parameters, in which the high accuracy of word estimation does not significantly affect the speed of the method with dynamically changing length of texts.

BM25’s ability to consider term frequency, document length, and document inverse frequency offers detailed analysis of textual content. However, difficulties may arise when handling data sets with highly skewed distributions or in texts where the importance of desired terms may not be sufficiently covered. Also, complex linguistic constructions or different languages in the input data can make theoretical expectations unrealistic.

To improve the method of recognizing fake news to increase the efficiency of processing texts with dynamically changing length, as well as unbalanced data and topics, a method for determining the balanced parameters $k_1$ and $b$ of the BM25 algorithm was developed. To select these parameters of the BM25 function, a number of experiments are conducted within the framework of the stage of classification and assessment of the importance of words. The results of changing the value of the parameters depending on the criteria are described in Table 3, where the optimal limits of fluctuation $k_1$ and $b$ are given, at which the required level of accuracy is achieved, and computational efficiency is preserved.

In contrast to the experiments [16] on assigning universal values to the parameters of the BM25 algorithm, or the random autocorrelation process method [17], where the BM25 indicator sequence model can be trained to determine the threshold value for each pair of parameters. The result of a balanced selection for given input data makes it possible to create a reliable tool for processing texts of various structures. This is made possible by decreasing the value of $b$, which minimizes the effect of the document length on the IDF and therefore speeds up the calculation. At the same time, a little higher $b$ also maintains a certain balance in normalizing the length of the document. And increasing the value of $k_1$, which strengthens the effect of normalizing the frequency of terms.

It is important to note that the defined parameters are balanced for the given input data. The field of application of the research results is media and information resources for automated detection of fake news. The conditions of application of the proposed solution are the use of the same or a similar set of input data for the initial training of the model, or the correction of parameters in an experimental way with a change in the source, topics, or structure of the texts. For the stability of the solution, it is necessary to perform all stages of pre-processing of the text, especially labeling and cleaning of noise in the text. Under these conditions, the results are adequate and can be reproduced to optimize the recognition of fake news. The disadvantages of the proposed method are the need for a significant number of experiments to check the selected set of parameters of the BM25 algorithm and the English-language set of input data.

Overall, the use of the BM25 algorithm in the context of natural language processing to detect fake news has demonstrated the potential of an effective and reliable tool for working with unstructured data. Further research could be directed at testing the reliability and accuracy of the BM25 in processing the various linguistic features and complex linguistic nuances inherent in fake news recognition.

Future research may focus on comparing BM25 with other state-of-the-art algorithms. Also with the increasing number of experiments with various data sets, complex language constructions. And studying the performance of BM25 in scenarios involving multimedia content or the evolution of language patterns to improve its applicability in social networks.

7. Conclusions

1. The comparative analysis of BM25 with the TF-IDF method theoretically substantiated the advantages of BM25 in the method of detecting fake news with unbalanced data sets and texts of different lengths without losing the accuracy and speed of news analysis. Its adaptability to texts of different lengths and ability to count on the frequency of terms is an important advantage for text analysis.

2. Based on the proposed technique for determining the balanced parameters $k_1$ and $b$ of the BM25 algorithm, a number of experiments were conducted. They showed that the settings of parameters $k_1$ and $b$ affect the efficiency of the algorithm. It is important to find optimal values that provide a balance between accuracy and speed of text processing. Therefore, we explored the ranges for each parameter in which the ranking function performs best. So, for faster operation of the algorithm, the coefficient $k_1$ varies from 1.0 to 1.5, $b$ – from 0.3 to 0.5; to increase the accuracy index, the range changes from 2.5 to 3.5 for $k_1$ and from 0.6 to 0.8 for $b$; the balanced value between the two performance evaluation criteria is between 1.5 and 2.5 for $k_1$ and between 0.5 and 0.8 for $b$. 
Taking into account the peculiarities of the research test data – texts with dynamically changing length and unbalanced data – and the proposed technique, the optimal pair of parameters was selected: $k_1=1.7$ and $b=0.9$. Although $b$ is outside the previously calculated trade-off range, this combination of $k_1$ and $b$ is well balanced and has a trade-off between speed and accuracy. With such values, the model demonstrates an increase in accuracy of up to 14%, compared to using the standard TF-IDF calculation.
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