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The object of the study is deci-
sion support systems. The subject of 
the study is the decision-making pro-
cess in management problems using 
a combined bio-inspired algorithm, 
consisting of:

– the improved wolf optimization 
algorithm and the improved sparrow 
search algorithm – for solving optimi-
zation problems regarding the object 
state;

– an advanced genetic algorithm – 
for selecting the best agents in flocks;

– an advanced training method –  
for deep training of agents to im- 
prove the optimization characteristics 
of agents.

A solution search method using 
an improved bio-inspired algorithm is 
proposed. The method has the follow-
ing sequence of actions:

– input of initial data;
– initialization of the search for a 

flock of sparrows and its parameters;
– ranking and selection of spar-

row agents using an advanced genetic 
algorithm;

– updating the sparrow location 
for the discoverer;

– checking the conditions for up
dating the position of sparrows;

– initialization of additional search 
parameters;

– running the gray wolf optimiza-
tion algorithm;

– training agents’ knowledge bases;
– determining the amount of ne- 

cessary computing resources of the 
intelligent decision support system.

The originality of the proposed me- 
thod lies in the combined use of bio-in-
spired algorithms, setting agents tak-
ing into account the uncertainty of 
the initial data, advanced global and 
local search procedures. The method 
makes it possible to increase the effi-
ciency of data processing at the level of 
19 % using additional improved proce-
dures. The proposed method should be 
used to solve the problems of evaluat-
ing complex and dynamic processes in 
the interest of solving national securi-
ty problems
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1. Introduction

Optimization is a complex process of identifying a set of solu-
tions for a variety of functions. Many calculation problems today 

relate specifically to optimization problems [1–3]. While solving 
optimization problems, the solution variables are determined 
in such a way that the system works at its best point (mode) 
according to the optimization criterion determined.
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Optimization problems are discontinuous, nondifferentia-
ble and also multimodal. Thus, it is impractical to use classical 
gradient deterministic algorithms [4–6] to solve optimization 
problems.

To overcome the shortcomings of classical optimization 
algorithms, a significant number of stochastic optimization 
algorithms, known as metaheuristic algorithms, have been 
created [7–9].

One of the types of stochastic optimization algorithms  
are swarm intelligence algorithms (swarm algorithms). Swarm  
intelligence algorithms are based on swarm movement 
and simulate interactions between the swarm and its 
environment to improve knowledge of the environment, 
such as new food sources. The most well-known swarm 
algorithms are the particle swarm optimization algorithm, 
artificial bee colony algorithm, ant colony optimization 
algorithm, wolf optimization algorithm and sparrow search 
algorithm [10–14].

However, most of the basic metaheuristic algorithms 
mentioned above are not able to balance exploration and 
exploitation, resulting in poor performance for real-world 
complex optimization problems.

This fact prompts the implementation of various strate-
gies to improve the convergence rate and accuracy of the basic 
metaheuristic algorithms. One of the options for increasing 
the efficiency of decision-making using metaheuristic algo-
rithms is to combine them, adding the basic procedures of one 
algorithm to another.

The use of metaheuristic algorithms for finding solutions 
regarding objects state allows you to:

– make an analysis of the stability of the state of hetero-
geneous objects in the process of combat use (exploitation);

– make an analysis of the direct, aggregated and mediated 
influence of systemic and external factors;

– make an assessment of the reach of target situations of 
object management;

– make a scenario analysis for various destructive effects;
– make a forecast of changes in the state of heterogeneous 

objects under the influence of destabilizing factors during 
combat use (exploitation);

– make a modeling and analysis of the dynamics of 
changes in the state of interrelated parameters of heteroge-
neous objects.

At the same time, the use of the above swarm algorithms 
in the canonical form does not allow obtaining an opera-
tional assessment of the object state with a given reliability. 
This leads to the search for new (improvement of existing) 
approaches to assessing and forecasting the objects state by 
combining already known swarm algorithms with their fur-
ther improvement.

Given the above, an urgent scientific task is to develop  
a solution search method using a combined bio-inspired algo-
rithm, which would increase the efficiency of decisions made 
regarding the management of the parameters of the control 
object with a given reliability.

2. Literature review and problem statement

The work [9] presents a cognitive modeling algorithm. 
The main advantages of cognitive tools are determined. 
The shortcomings of this approach include the lack of con-
sideration of the type of uncertainty about the state of the 
analysis object.

The work [10] disclosed the essence of cognitive model-
ing and scenario planning. A system of complementary prin-
ciples of building and implementing scenarios is proposed, 
different approaches to building scenarios are highlighted, 
the procedure for modeling scenarios based on fuzzy cogni-
tive maps is described. The approach proposed by the authors 
does not take into account the type of uncertainty about the 
state of the analysis object and the noise of the initial data.

The work [11] carried out an analysis of the main ap-
proaches to cognitive modeling. Cognitive analysis allows: 
to investigate problems with fuzzy factors and relationships; 
to take into account changes in the external environment 
and use objectively formed trends in the development of the 
situation to your advantage. At the same time, the issue of de-
scribing complex and dynamic processes remains unexplored 
in this work.

The work [12] presents a method of analyzing large data 
sets. The specified method is focused on finding hidden infor-
mation in large data sets. The method includes the operations 
of generating analytical baselines, reducing variables, detect-
ing sparse features and specifying rules. The disadvantages of 
this method include the impossibility of taking into account 
different decision evaluation strategies, the lack of consider-
ation of the type of uncertainty of the input data.

The work [13] presents a mechanism of transformation 
of information models of construction objects to their equi
valent structural models. This mechanism is designed to 
automate the necessary conversion, modification and addition 
operations during such information exchange. The disadvan-
tages of the mentioned approach include the impossibility 
of assessing the adequacy and reliability of the information 
transformation process and making an appropriate correction 
of the obtained models.

The work [14] developed an analytical web platform 
to study the geographical and temporal distribution of 
incidents. The web platform, contains several information 
panels with statistically significant results by territory. The 
disadvantages of the specified analytical platform include the 
impossibility of assessing the adequacy and reliability of the 
information transformation process and high computational 
complexity. Also, one of the shortcomings of the mentioned 
research should be attributed to the fact that the search for  
a solution is not unidirectional.

The work [15] developed a method of fuzzy hierarchical 
assessment of library service quality. The specified method 
allows you to evaluate the quality of libraries based on a set of 
input parameters. The disadvantages of the specified method 
include the impossibility of assessing the adequacy and reli-
ability of the assessment and, accordingly, determining the 
assessment error.

The work [16] carried out an analysis of 30 algorithms for 
processing large data sets. Their advantages and disadvan-
tages are shown. It was found that the analysis of large data 
sets should be carried out in layers, take place in real time and 
have the opportunity for self-learning. The disadvantages of 
these methods include their high computational complexity 
and the impossibility of checking the adequacy of the ob-
tained estimates.

The work [17] presents an approach for evaluating input 
data for decision support systems. The essence of the pro-
posed approach consists in clustering the basic set of input 
data, analyzing them, after which the system is trained based 
on the analysis. The disadvantages of this approach are the 
gradual accumulation of assessment and training errors due 
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to the lack of an opportunity to assess the adequacy of deci-
sions made.

The work [18] presents an approach to processing data 
from various sources of information. This approach allows 
you to process data from various sources. The disadvantages 
of this approach include the low accuracy of the obtained 
estimate and the impossibility of verifying the reliability of 
the obtained estimate.

The work [19] carried out a comparative analysis of 
existing decision support technologies, namely: the analytic 
hierarchy process, neural networks, fuzzy set theory, genetic 
algorithms and neuro-fuzzy modeling. The advantages and 
disadvantages of these approaches are indicated. The scope of 
their application is defined. It is shown that the analytic hie
rarchy process works well provided complete initial informa-
tion, but due to the need for experts to compare alternatives 
and choose evaluation criteria, it has a high share of subjec-
tivity. For forecasting problems under risk and uncertainty, 
the use of fuzzy set theory and neural networks is justified.

The work [20] developed a method of structural and 
objective analysis of the development of weakly structured 
systems. An approach to the research of conflict situations 
caused by contradictions in the interests of subjects that 
affect the development of the studied system and methods of 
solving poorly structured problems based on the formation 
of scenarios for the development of the situation. At the 
same time, the problem is defined as the non-compliance of 
the existing state of the system with the required one, which 
is set by the management subject. The disadvantages of the 
proposed method include the problem of the local optimum 
and the inability to conduct a parallel search.

The work [21] presents a cognitive approach to simu-
lation modeling of complex systems. The advantages of the 
specified approach, which allows you to describe the hierar-
chical components of the system, are shown. The shortcom-
ings of the proposed approach include the lack of consider-
ation of the computing resources of the system.

The work [22] indicated that the most popular evolu-
tionary bio-inspired algorithms are the so-called «swarm» 
procedures (Particle Swarm Optimization – PSO). Among 
them, there are cat swarm optimization algorithms (CSO), 
which are very promising both in terms of speed and ease of 
implementation. These algorithms have proven their effec-
tiveness in solving a number of rather complex problems and 
have already undergone a number of modifications. Among 
the modifications, procedures based on harmonic search, 
fractional derivatives, adaptation of search parameters and, 
finally, «crazy cats» can be noted. At the same time, these 
procedures are not without some drawbacks that worsen the 
properties of the global extremum search process.

The work [23] considered the gray wolf optimization 
algorithm. The algorithm is based on search and optimiza-
tion by simulating the tracking, encirclement and hunting 
process, which is based on the predatory behavior of the gray 
wolf population. Gray wolves hunt in packs and cooperate to 
catch prey.

An analysis of the works [9–23] showed that the common 
shortcomings of the above studies are:

– the lack of possibility of forming a hierarchical system 
of indicators;

– the lack of consideration of computing resources of the 
system;

– the lack of mechanisms for adjusting the system of indi-
cators during the assessment;

– the lack of consideration of the type of uncertainty and 
noise of data on the state of the analysis object, which creates 
corresponding errors while assessing its real state;

– the lack of deep learning mechanisms for knowledge bases;
– high computational complexity;
– the lack of consideration of computing (hardware) re-

sources available in the system;
– the lack of search priority in a certain direction.
The problem to be solved in the study is to increase the 

efficiency of solving the problems of analysis and multidi-
mensional forecasting of the objects state while ensuring the 
given reliability.

3. The aim and objectives of the study

The aim of the study is to develop a solution search method 
using a combined bio-inspired algorithm. This will increase 
the efficiency of assessment and multidimensional forecasting 
with a given reliability and developing subsequent manage-
ment decisions. This will make it possible to develop software 
for intelligent decision support systems.

To achieve the aim, the following objectives were set:
– to determine the algorithm for implementing the method;
– to give an example of using the method in analyzing the 

operational situation of a group of troops (forces).

4. Materials and methods

The problem solved in the study is to increase the efficien-
cy of decision-making in management problems while ensur-
ing the given reliability, regardless of the hierarchical nature of 
the object. The object of the study is decision support systems. 
The subject of the study is the decision-making process in 
management problems using a combined bio-inspired algo-
rithm, an improved genetic algorithm and evolving artificial 
neural networks.

The hypothesis of the study is the possibility of increas-
ing the efficiency of decision-making with a given assessment 
reliability.

The simulation of the proposed method was carried out in 
the MathCad 14 software environment (USA). The problem 
solved during the simulation was to assess the elements of 
the operational situation of a group of troops (forces). The 
hardware of the research process is AMD Ryzen 5.

The operational group of troops (forces) was considered 
as an object of assessment and management. The operational 
group of troops (forces) is formed on the basis of an opera-
tional command with a standard composition of forces and 
means according to the wartime state and with a range of 
responsibilities under current regulations.

The study is based on the gray wolf optimization algo-
rithms and sparrow search algorithm for finding a solution 
regarding the object state. These optimization methods have 
shown stable performance for various types of functions to 
be solved. Evolving artificial neural networks are used to 
train agents. When solving optimization problems, there is an 
urgent problem of accumulating solution errors. Numerous 
training methods are used to solve this problem. The most 
common is the reverse descent method. However, training 
methods usually use only learning of synaptic weights, not 
including the adjustment of the architecture and type and pa-
rameters of the membership function in the learning process.  
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An advanced genetic algorithm is used to select the best 
agents. The genetic algorithm is the most common method of 
selecting the best individuals for metaheuristic algorithms. 
However, its use in the canonical form is limited by:

– the complexity of formalizing the initial problem at the 
level of genes and chromosomes, as well as selection, cross-
over and mutation operators;

– a priori uncertainty of external parameters of the al-
gorithm;

– a relatively large amount of calculations (each indivi
dual in the population is, in fact, a separate course of problem 
optimization);

– some individuals in the population can quickly occu-
py the local optimum and drag the entire population with 
them (they will be duplicated by the selection operator many 
times, and the population will consist mainly of their descen-
dants), as a result of others, the global optimum may not be 
detected, etc.

These research methods were chosen based on the liter-
ature review [1–23]. The given methods are not used in the 
canonical form due to the identified shortcomings.

5. Development of a solution search method using  
a combined bio-inspired algorithm

5. 1. Development of an algorithm for the solution 
search method using a combined bio-inspired algorithm

The essence of improving the method is that in this me- 
thod, calculations are performed in parallel using two ad-
vanced metaheuristic algorithms: an advanced wolf opti-
mization algorithm and an advanced sparrow search algo-
rithm. After performing parallel calculations, the results are 
checked among themselves and the best solution is chosen. 
This combination allows you to avoid the local optimum 
while improving convergence rate and accuracy.

The proposed advanced procedure is based on the ad-
vanced sparrow search algorithm and has three types of in-
dividual behavior: discoverer, follower and explorer. That is, 
sparrows update their location according to their own rules.

The discoverer searches for food and directs the rest of 
the flock [23]. Having identified the location of the discoverer, 
they search for food around that place. The location of the 
follower is updated according to equation (1) [23]:
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where Xbest is the best individual position, meaning the best 
current position; Xworst is the current worst global location; 
A – d × dmatrix containing each factor randomly assigned 1  
or –1; n is the number of sparrows; when i < n/2, it means that 
the i-th participant searches for food near the best location, 
if i > n/2, it means that the i-th participant needs to fly to 
another location for food.

When predators attack, they send signals that make 
sparrows flee to safety [23]. The mutation strategy in the 
sparrow search algorithm directly affects the accuracy and 
rate of convergence. The sparrow search algorithm works 
better while solving complex optimization problems, but has 
disadvantages related to reduced flock diversity and insuffi-
cient convergence accuracy. It may have a chance to get into 

the local optimum without reaching the optimal solution to 
the problems.

The advanced sparrow search algorithm consists of the 
following sequence of actions:

Step 1. 1. Initialization of the search for a flock of spar-
rows and its parameters (n is the total number of sparrows, 
Tmax is the maximum iteration, d is the number of variables). 
While initializing the search, the type of uncertainty about 
the state of the analysis object is taken into account in the 
following gradation: complete uncertainty, partial uncertain-
ty and complete awareness.

Step 1. 2. Ranking and selection of sparrow agents using 
an advanced genetic algorithm. While (t < Tmax), sparrows 
are ranked according to their physical form values using the 
genetic algorithm developed in [24]. The current best value, 
which is the minimum fitness value and the current worst 
value, which is the maximum fitness value, are found.

Step 1. 3. Updating the sparrow location for the discoverer 
using equation (2):
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where t is the current iteration; Xi
t  is the location of the i-th 

sparrow at iteration t; α is a random number from 0 to 1;  
R2 is the alarm value, which is 0 < R2 < 1; the safety thresh-
old is STh and it is estimated as 0.5 < STh < 1; L is 1 × dmatrix;  
dmatrix is a matrix containing 1 in each factor; Q is a random 
value with zero mean and unit variance corresponding to  
a normal distribution. If R2 < STh – the foraging environment 
is safe, while R2 > STh means that some individuals have al-
ready encountered dangerous animals and that all sparrows 
should flee to other safe places as soon as possible.

Step 1. 4. Checking the conditions for updating the posi-
tion of sparrows. If the number of individuals in the current 
iteration is less than or equal to half of the sparrow popula-
tion, then the follower’s position is updated.

Step 1. 5. Initialization of additional search parameters. 
Initialization of the a, A and C values.

Step 1. 6. Running the gray wolf optimization algorithm.
Step 1. 6. 1. Input of initial data.
At this step, the initial data available in the system are 

entered to solve the optimization problem.
Step 1. 6. 2. Setting gray wolves to initial positions taking 

into account uncertainty.
A pack of gray wolves is created as a set of Euclidean 

vectors distributed over a set of valid argument values, 
taking into account the degree χ of awareness of the object 
state. The awareness is divided into: complete uncertain-
ty – setting randomly, partial uncertainty – setting taking 
into account the correction factor of the position of gray 
wolves χ = 0.01÷0.99.

Step 1. 6. 3. Determining leaders in the pack of gray wolves.
In the classical gray wolf optimization algorithm, the 

«wolf» with the best objective function value at this iteration 
is the leader. If at the next iteration another «individual» is 
found with a better value of the objective function than the 
leader, then, accordingly, the pack «finds» a new leader. In this  
procedure, it is proposed to determine the number of leaders 
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that will maximize the search efficiency with limitations on 
the available computing resources.

Step 1. 6. 4. Search for prey by other wolves in the pack.
Other wolves explore the area for prey. Moreover, the 

function f(xi) characterizes how strongly the victim’s smell 
is felt by the i-th «wolf». Then the value of Gbest characterizes 
how strongly the victim’s smell is felt by the pack leader.

Step 1. 6. 5. Changing the leader in the pack.
If f(xi) > GBest, then the i-th wolf is closer to the victim 

than the pack leader, so the i-th wolf becomes the leader at 
this stage f(xi) = GBest. If f(xi) < GBest, then the «wolf» moves 
in space with some predetermined step.

The pack leader(s) «inform» the other «wolves» in the 
pack about their location as the closest point to the victim 
now, so that they move in its direction.

Step 1. 6. 6. Approaching the pack leaders.
At this stage, the «leader» is considered almost the 

same as the victim – the target to be approached. Then the 
«wolves» of the pack move in the direction of the leader with 
a predetermined step step, and the coordinate d of the i-th 
«wolf» on the (k+1)-th iteration is calculated by the formula:
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It can be seen from formula (3) and the description of 
the algorithm that in the «wolf pack» search method, only 
the coordinates of «wolves» are updated without taking 
into account the speed of their movement in space. Four pa-
rameters must be selected for the swarm algorithm (learn-
ing coefficients, inertial weight, population size). However, 
for the wolf optimization method, it is enough to select 
only two parameters – population size N and Step step,  
from which the «wolves» move in the direction of the leader 
and victim.

It should be noted that formula (3) cannot be applied 
to the traveling salesman problem in a standard way. In this 
case, only its main principle is taken, namely: other «wolves» 
must be sufficiently «similar» to their leader(s), which in the 
current iteration is closer to the victim (by the value of the 
objective function). At this stage, the advanced genetic algo-
rithm proposed by the authors in [24] is used.

All subsequent iterations are performed in a similar way: 
the best «wolf» is found and a new population is generated 
based on it.

End of the algorithm.
Comparison with the values obtained from the sparrow 

search algorithm.
Step 1. 7. Updating the follower’s position using equa-

tion (2). Then updating the explorer’s location using equa-
tion (4):
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where βе is the random step length control factor, which has 
a variance of 1 and an average value of 0 and corresponds to 
a normal distribution; K is a random number from –1 to 1;  
fi is the fitness value of individual i; fb is the current best 
physical fitness; fω is the worst physical fitness.

Step 1. 8. If the probability factor is a positive value, 
the matching value is calculated and its value is com-

pared with the best matching solution to get the minimum 
optimal value.

Step 2. Learning agents’ knowledge bases.
In this study, the training method based on evolving 

artificial neural networks developed in [2] is used to train 
the knowledge bases of each agent. It is used to change the 
movement pattern of each agent, for more accurate analysis 
results in the future.

Step 3. Determining the amount of necessary computing 
resources of the intelligent decision support system.

In order to prevent looping of calculations on Steps 1–2 
of this method and increase the efficiency of calculations, 
the system load is additionally determined. When the de-
fined threshold of computational complexity is exceeded, 
the amount of software and hardware resources that must 
be additionally involved is determined using the method 
proposed in [25].

End of the algorithm.

5. 2. Example of using the proposed method in the 
analysis of the operational group of troops (forces)

A solution search method using a combined bio-inspired 
algorithm is proposed. To assess the effectiveness of the de-
veloped method, its comparative evaluation was performed 
based on the results of research presented in [3–31].

Simulation of the solution search processing method 
was carried out in accordance with Steps 1–3. The problem 
solved during the simulation was to assess the elements of the 
operational situation of a group of troops (forces).

Initial data for assessing the state of the operational situ-
ation using the method:

– the number of sources of information about the state 
of the monitoring object – 3 (radio monitoring tools, earth 
remote sensing tools and unmanned aerial vehicles). To sim-
plify the modeling, the same amount of each tool was taken –  
4 tools each;

– the number of informational signs by which the state of 
the monitoring object is determined – 12. These parameters 
include: affiliation, type of organizational and staff formation, 
priority, minimum width along the front, maximum width 
along the front. The number of personnel, minimum depth 
along the flank, maximum depth along the flank, the number 
of samples of weapons and military equipment (WME), the 
number of types of WME samples and the number of com-
munication means, the type of operational structure are also 
taken into account;

– options of organizational and staff formations – compa-
ny, battalion, brigade.

The comparison was made by the criterion of information 
processing efficiency for various functions, namely: unimod-
al, highly multimodal and fixed multimodal functions. The 
comparison results are given in Table 1.

An analysis of the data given in Table 1 shows that 
the proposed method demonstrates stable efficiency by 
the criterion of information processing efficiency for all 
types of functions that describe the analysis object. We 
will analyze the efficiency of the proposed method by the 
criterion of solution accuracy for various algorithms. The 
results of a comparative analysis of the algorithms by the 
criterion of the accuracy of the obtained solutions are 
shown in Table 2.

An analysis of the simulation results given in Tables 1, 2 
shows that the improved technique provides an average of 
19 % less compared to other algorithms.
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6. Discussion of the results of developing  
a solution search method using a combined  

bio-inspired algorithm

The advantages of the proposed method are the fol-
lowing:

– in the initial setting of agents on the search plane of 
the object to be analyzed, the type of uncertainty about 
the state of the specified analysis object is taken into ac-
count (Steps 1. 1 and 1. 6. 2), compared to [9, 11, 14, 18];

– the availability of variable search (exploration) stra
tegies for determining fitness, which reduces the solution 
search time (Step 1, 2), compared to [9–16];

– taking into account the presence of predators during 
exploration, which allows avoiding local optima (Step 1. 3), 
compared to [14–23];

– the universality of solving the problem of analyzing the 
objects state by agents due to the hierarchical nature of their 
description (Steps 1–3), compared to [18–24];

– the possibility of quick search for solutions due to 
the simultaneous search for a solution by several agents 
on the search plane (Steps 1–3, Tables 1, 2), compared  
to [19–24, 26–28];

– the adequacy of the obtained results (Steps 1–3), com-
pared to [8, 15, 23, 28, 31];

– the possibility of mutual verification of the obtained re-
sults due to the combined use of several algorithms (Steps 1, 2), 
compared to [5, 8, 19, 24, 28, 31];

– the possibility of deep learning of agents’ knowledge ba
ses (Step 2), compared to [3, 5, 6, 12, 14, 15, 17, 24, 25, 28, 31];

– the possibility of additional involvement of computing 
resources of the object state analysis system (Step 3), com-
pared to [9–24, 26–31].

The disadvantages of the proposed method include:
– the loss of informativeness while assessing the state of 

the analysis object due to the construction of the membership 
function;

– lower accuracy of assessment by a single parameter for 
assessing the state of the analysis object;

– the loss of credibility of the obtained solutions while 
searching for a solution in several directions at the same time;

– greater computational complexity compared to using a 
single optimization algorithm;

– lower assessment accuracy compared to other assess-
ment methods.

This method will allow you:
– to assess the state of the heterogeneous analysis object;
– to determine effective measures to improve manage-

ment efficiency;
– to increase the speed of assessing the state of the hete

rogeneous analysis object;
– to reduce the use of computing resources of decision 

support systems.
The limitations of the study are the need for an initial 

database on the analysis object state, the need to take into 
account the delay time for collecting and communicating 
information from intelligence sources.

The proposed approach should be used to solve the prob-
lems of evaluating complex and dynamic processes characte
rized by a high degree of complexity.

Table 1
Comparison of the efficiency of algorithms by the criterion of information processing efficiency

Name of the optimization algorithm
Function type

Unimodal Highly multimodal Fixed multimodal functions

Walrus optimization algorithm 1.01E–24 6.25E–18 1.44E–34

Particle swarm optimization algorithm 1.01E–24 2.29E–12 2.09E–26

Flying squirrel search optimization algorithm 1.01E–24 5.98E–20 1.44E–34

Artificial bee colony algorithm 1.01E–24 0.044967 1.13E–05

Ant colony optimization algorithm 1.01E–24 3.17E–18 1.44E–34

Proposed method 1.01E–24 1.17E–16 1.44E–34

Monkey search algorithm 1.01E–24 2.37E–13 1.44E–34

Bat algorithm 1.01E–24 1.97E–21 3.22E–13

Locust swarm optimization algorithm 1.01E–24 1.97E–21 5.35E–17

Genetic algorithm 1.01E–24 1.49E–11 1.44E–34

Table 2
Comparison of the obtained solutions by the criterion of the accuracy of the obtained solutions

Name of the optimization algorithm Best value Average value Worst value Standard deviation Median value

Walrus optimization algorithm 0.012672 0.012701 0.012706 0.001106 0.012700

Particle swarm optimization algorithm 0.012722 0.012754 0.012766 0.007391 0.012744

Flying squirrel search optimization algorithm 0.01317 0.013848 0.015774 0.006119 0.013727

Artificial bee colony algorithm 0.012782 0.012799 0.01283 0.00567 0.012802

Ant colony optimization algorithm 0.012786 0.012812 0.012836 0.004191 0.012815

Proposed method 0.012305 0.014151 0.013023 0.002103 0.013112

Monkey search algorithm 0.012926 0.014594 0.018 0.001636 0.014147

Bat algorithm 0.012818 0.012956 0.013116 0.007828 0.012961

Locust swarm optimization algorithm 0.012983 0.01356 0.01434 0.000289 0.013488

Genetic algorithm 0.013147 0.014162 0.016398 0.002092 0.013119
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This study is a further development of research aimed 
at developing methodological principles for increasing the 
efficiency of processing various types of data, published ear-
lier [2, 4–6, 23].

Areas of further research should be aimed at reducing 
computing costs while processing various types of data in 
special-purpose systems.

7. Conclusions

1. An algorithm for implementing the method was deter-
mined, due to additional and improved procedures, which 
allows you:

– to take into account the type of uncertainty and noise 
of data;

– to implement adaptive strategies for finding food sources;
– combined use of intelligence strategies due to the joint 

use of two optimization algorithms;
– to implement the possibility of mutual verification of 

optimization results;
– to take into account the presence of a predator while 

choosing food sources;
– to take into account the available computing resources 

of the object state analysis system;
– to take into account the search priority of agents;
– to carry out the initial setting of agents, taking into 

account the type of uncertainty;
– to carry out accurate training of agents;
– to determine the best individuals of agents using a ge-

netic algorithm;
– to conduct a local and global search taking into account 

the noise degree of data on the analysis object state;
– to conduct training of knowledge bases, which is car-

ried out by training the synaptic weights of the artificial 
neural network, the type and parameters of the membership 
function, the architecture of individual elements and the ar-
chitecture of the artificial neural network as a whole;

– to be used as a universal tool for solving the problem of 
analyzing the state of analysis objects due to the hierarchical 
description of analysis objects;

– to check the adequacy of the obtained results;
– to avoid the problem of local extremum.
2. An example of using the proposed method in assessing 

and forecasting the state of the operational situation of a group 
of troops (forces) is given. The specified example showed  
a 19 % increase in the efficiency of data processing due to the 
combined use of several optimization algorithms. Also, the 
effectiveness of the algorithm is achieved by using additional 
advanced procedures, the possibility of checking the results of 
a separate optimization algorithm, adding correction factors 
for data uncertainty, selecting and training agents.
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