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The object of research is the process of 
load distribution in the edge environment 
of the Internet of Things.

The task to improve the efficiency of 
the functioning of the network of com-
puting devices in the Internet of Things 
edge environment has been solved. Free 
resources of heterogeneous single-board 
computers were used to this end.

In the process of conducting research, 
an approach to the construction of an 
architecture for a virtual cluster of com-
puters with limited resources was devised. 
The design took into account specific 
features of the edge environment on the 
Internet of Things. This has made it pos-
sible to propose a four-layer architecture 
instead of the standard seven-layer archi-
tecture of IoT sensor information process-
ing device networks.

Stages in the virtual cluster con-
struction in the edge environment on the 
Internet of Things were also defined. A 
three-stage procedure to form a virtual 
cluster was justified. This procedure made 
it possible to devise a method for the virtu-
al clustering in the Internet of Things edge 
environment based on the proposed virtual 
cluster architecture.

The proposed method for building a 
virtual cluster in the Internet of Things 
edge environment was investigated. With 
a small network load, a virtual cluster has 
no advantage over a classic cluster. But 
with the growth of the network load, the 
virtual cluster prevails over the classic 
cluster in total performance; the advan-
tage in total performance can exceed 10 %. 
It was also proven that for a heteroge-
neous environment, performance changes 
at full network load significantly depend 
on the number of virtual node groups. The 
research results on the method for building 
a virtual cluster in the Internet of Things 
edge environment can be explained by 
improving the balance of the network load 
at virtual clustering
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1. Introduction

The Internet of Things (IoT) is one of those areas that is 
increasingly becoming part of everyday life and is showing 
rapid growth in technology. The number of devices con-

nected to the Internet has already significantly exceeded 
the population of the Earth [1]. The global IoT market is 
constantly increasing [2]. IoT is used in many fields, such as 
construction [3], industry [4], monitoring the state of com-
plex systems [5], health care [6].

Copyright © 2024, Authors. This is an open access article under the Creative Commons CC BY license
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IoT is based on cloud computing technology [7]. Howev-
er, in recent years, difficulties have arisen as a result of the 
following factors [8]:

– the presence of geographical distribution of IoT com-
ponents;

– an increase in network delays;
– high cost of communication channels;
– availability of mobility of end devices.
Most of these difficulties were solved by introducing an 

additional layer called fuzzy calculations [4]. Fuzzy calcu-
lations brought data processing closer to end devices of IoT 
networks but did not solve the problem of processing and 
transmitting operational information.

One of the solutions to this issue is the development of 
edge calculation technologies (Edge Calculations, EC). ECs 
make it possible to take part of the load on them and reduce 
the response time to an emerging event. In the last 5–6 years, 
single-board computers have been used for the organization of 
edge calculations. Such computers have compact dimensions, 
high energy efficiency, and low cost. But they demonstrate 
low performance, which does not allow solving complex 
computing tasks using the resources of one device. One of the 
solutions to this problem is to build a local cluster consisting 
of computers with limited computing resources. Individual 
elements of such a cluster do not contain additional com-
puting expanders, coprocessors for computing special tasks. 
At the same time, computers and clusters involved in edge 
calculations often perform certain tasks and do not utilize the 
full potential of these devices. Although such components are 
computers with limited computing resources, they can also be 
used to solve other tasks. The task of using free computing re-
sources is especially important when overloading the network 
of the edge IoT environment.

Most networks within the IoT edge environment have 
become significantly heterogeneous. This was facilitated by 
the rapid growth in the production of single-board comput-
ers, a decrease in their cost, and an increase in the number of 
different modifications. Constructing a virtual cluster (VC) 
is one of the ways of using the free resources of different 
heterogeneous devices. VC unites and organizes the devices 
of the existing infrastructure, which are in the field of edge 
calculations, primarily designed to use the resources of 
single-board computers. Such a cluster could also make it 
possible to employ resources of existing infrastructure more 
rationally, for example, by deploying additional data process-
ing and storage services.

Therefore, in order to improve the efficiency of the net-
work of computing devices within the IoT edge environment, 
it is necessary to utilize the free resources of single-board 
computers, taking into account their significant heterogene-
ity. Therefore, the issue of devising a method for the virtual 
clustering of the IoT edge environment is becoming more 
relevant.

2. Literature review and problem statement

The issue of resource redistribution in any computer net-
work is directly related to the task of transferring and par-
allelizing the load. Such a task usually includes two stages:

– selection of load placement nodes;
– solving the load placement problem.
In centralized systems, these tasks are performed by a 

central control node or device. In distributed decentralized 

systems, the execution of these tasks is much more difficult. 
Let’s consider some scientific works on this topic that can be 
applied to edge calculations.

In [9], the task of resource allocation for operational 
tasks of cloud and edge calculations is considered. But only 
homogeneous environments are considered.

In work [10], the task of adaptive allocation of resources 
is considered only for centralized systems. Therefore, the 
proposed method of resource redistribution can be applied in 
the cloud layer but not in the edge layer. Similarly, the two-
stage method of optimal redistribution of resources proposed 
in [11] is not adapted to the edge cloud.

The method of resource planning in distributed sys-
tems, proposed in [12], can be used both in fuzzy and edge 
environments. But this method is focused only on simple 
topologies. Therefore, it cannot be used for significantly 
heterogeneous systems.

The algorithm proposed in [13] for scheduling requests 
of IoT devices on the edge and fuzzy layers optimizes perfor-
mance and energy consumption. But as in previous papers, 
this algorithm does not take into account the heterogeneity 
of the environment. Similar problems arise when applying 
the algorithm given in [14].

The algorithm given in [15] is focused on transferring 
the computing load to reduce delays when performing tasks 
in distributed systems. But this algorithm is not oriented to 
take into account the characteristics of the computational 
task, in particular, the computation time in the edge envi-
ronment.

The methods proposed in [16, 17] are focused on load 
balancing in distributed systems. But they do not take into 
account the most important characteristic of edge layer de-
vices – limited resources.

In works [18, 19], a multi-level architecture of predic-
tive task planning is proposed, which is focused on re-
ducing delays in decentralized systems. But this approach 
does not take into account the costs associated with data 
transmission.

Algorithms for offloading nodes of the IoT functioning 
network are proposed in [20, 21]. But they are used only in a 
homogeneous environment.

The algorithms proposed in [22, 23] can be applied to the 
heterogeneous environment of IoT support networks. But 
these algorithms are focused only on structures similar to 
the structures of the cloud environment.

The distributed resource allocation algorithm proposed 
in [24] based on deep learning is focused on edge calcula-
tions. But this algorithm is effective only for a homogeneous 
environment, similar to the algorithm used in [25].

A strategy for distributing computations for collabora-
tive work, based on deep learning with the pooling of re-
source capabilities, is proposed in [26]. But it cannot be im-
plemented on the edge layer with limited device capabilities.

Therefore, the above scientific works do not sufficiently 
take into account the characteristic features of the edge 
environment of IoT when allocating computing resources. 
Therefore, the computing resources of network devices will 
not be fully utilized, especially in a heterogeneous environ-
ment. It is possible to eliminate a significant load imbalance 
of edge devices through network virtualization. At the same 
time, it will be necessary to form virtual groups of devices 
that are similar in basic characteristics. Therefore, it is rea-
sonable to devise a method for the virtual clustering of the 
IoT edge environment.
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ith cluster, d(•, •) is the metric of the distance between two 
points of the considered space.

The main problem of this method is that the number of 
clusters must be known in advance. To solve it, a method 
based on the “Silhouette” quality criteria was used. Let us 
have a fixed partition ηk of the given space of points into k 
clusters. The partition consists of k disjoint sets Сі, each of 
which describes all points of the ith cluster (1≤i≤k). For each 
point of the space xj∈Сі, we shall introduce the characteris-
tics of compactness and separation.

The normalized value of compactness is calculated ac-
cording to the following formula:
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where card(Ci) is the number of points in the ith cluster.
The normalized value of separation is calculated accord-

ing to the following formula:
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Then the value of the silhouette of the xj∈Сі space point 
is calculated as:
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Accordingly, the silhouette value of cluster Сі is calcu-
lated as follows:

( )
( )

( )
Sil

Sil .
card

i
jj C

i
i

x
C

C
∈=

∑
 		 (5)

Now you can determine the silhouette value for the par-
tition ηk of the given point space:
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The greater the value of the silhouette of the partition of 
the given space of points into clusters, the better the cluster-
ing is carried out. So, to find the desired number of clusters 
k0 for the K-Means method, you need to find the partition 
with the largest silhouette:
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A distinctive feature of this method of agglomerative 
clustering compared to the previous one is the absence of 
requirements for determining the number of clusters. The 
algorithm of the method is described in the following steps:

Step 1. A cluster is built for each point.
Step 2. Sorting of pairwise distances of elements be-

tween cluster centers by growth is performed.
Step 3. The nearest clusters are merged into one. We 

calculate the new cluster center.
Step 4. Steps 2 and 3 are repeated cyclically until the 

termination condition is met.
The spectral clustering method is based on the concept 

of graph connectivity. Unlike previous methods that look for 
dense, compact, convex clusters, spectral clustering can find 
clusters of arbitrary shape. The first step of the algorithm of 

3. The aim and objectives of the study

The purpose of our work is to devise a method for build-
ing a virtual cluster in the edge environment of the Internet 
of Things. This will make it possible to improve the perfor-
mance of the network of edge devices with limited resourc-
es by increasing the balance of the load of network nodes.

To achieve the goal, the following tasks were set:
– to devise an approach to designing an architecture for 

a virtual cluster of computers with limited resources;
– to define stages of virtual cluster construction in the 

edge environment of the Internet of Things;
– to devise and research a method for building a virtual 

cluster of the edge environment of the Internet of Things.

4. The study materials and methods

The object of our research is the process of load distri-
bution in the edge environment of the Internet of Things. 
The work considers devices that have limited computing 
resources and are components of nodes in a heterogeneous 
environment. Such devices are usually used at the edge lay-
er, for example, they can be single-board computers like the 
Raspberry Pi.

The process of devising a method for constructing a vir-
tual cluster in the edge IoT environment involved working 
with heterogeneous devices. When devising the method, the 
following conditions were used:

Condition 1. The IoT edge environment is significantly 
heterogeneous.

Condition 2. IoT edge environment nodes are subordi-
nate to one master node and make up one physical cluster.

Condition 3. Virtually all IoT edge environment nodes 
have limited computing resources.

Condition 4. Part of the tasks involves parallelization 
when executing subtasks.

A number of different methods were used in the process 
of virtualizing the IoT edge environment.

When building a virtual cluster, each node is assigned a 
predefined role. Choosing the most optimal devices for each of 
the required roles is a typical task of multicriteria optimization 
on a finite set. To solve such problems, the following optimality 
criteria were used: Pareto optimality and Slater optimality [27].

Slater’s principle was applied in the cases of clear superi-
ority of one or more devices over the rest at once in all target 
characteristics. If there were no clear leaders among the devices 
according to all criteria, then the Pareto principle was used.

When building a virtual group of nodes, data clustering 
algorithms were used without a trainer. Three methods were 
considered: K-Means, agglomerative clustering, spectral 
clustering [28].

The K-Means algorithm is one of the simplest and most 
common clustering methods. Let’s introduce the metric of the 
distance between two points of the considered space – d(•, •). 
Then, according to the algorithm, it is necessary to minimize 
the total quadratic deviation of cluster points from the cen-
ters of these clusters:
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where k is the number of clusters, Si is the set of points of 
the ith cluster, µi is the center of mass of the points of the 
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the spectral clustering method is to determine the matrix 
of similar elements in relation to the “similarity” of the ele-
ments. This matrix describes a complete graph with vertices 
of elements and edges connecting them. The basic algorithm 
is as follows:

Step 1. The normalized Laplacian is calculated.
Step 2. The first k eigenvectors are calculated.
Step 3. The matrix built by the first k eigenvectors is 

constructed.
Step 4. The graph nodes are clustered based on this 

matrix.
Sometimes, if it was necessary to reduce the dimension-

ality of the data, the method of principal components was 
used in the work. To reduce the dimensionality from n to 
k, 𝑘<𝑛, it is necessary to choose k axes, sorted by decreasing 
variance along the axes.

The first step is to calculate the variance and covariance 
of the original elements using the covariance matrix. As a 
further step, we decompose the covariance matrix as a prod-
uct of direct and transposed matrices. From the Rayleigh re-
lation, we determine that the maximum variation is reached 
along the eigenvector of the matrix, which corresponds to 
the maximum eigenvalue. So, we choose k eigenvectors of 
the matrix, which will be the main components. To obtain the 
data projection in the orthogonal basis of the components, it 
is necessary to multiply the data matrix by these components. 
We transpose the data matrix and the matrix of vectors of the 
main components. If, as a result of transformations, the num-
ber of components was less than the dimension of the original 
space, then part of the information is lost. But thanks to this 
method, a minimal amount of information is lost.

To evaluate the clustering results, three efficiency met-
rics were considered. The Silhouette Coefficient metric is 
determined for each sample and consists of two estimates. In 
this metric, a higher coefficient refers to a model with better 
defined data. The Calinski-Harabasz Index metric is known 
as the deviation ratio criterion. This metric represents the 
ratio of the sum of variance between clusters and variance 
within clusters for all clusters. The clustering result is bet-
ter, the larger the value of the criterion. The Davies-Bouldin 
Index metric determines the average “similarity” between 
clusters. In it, similarity is a measure that compares the 
distance between clusters with the size of the clusters them-
selves. A lower measure index refers to a model with a better 
distribution of clusters.

When building the computing layer of virtual groups 
of nodes, the heterogeneity of devices and their selection 
according to approximately the same characteristics and 
performance are taken into account. In addition, it is neces-
sary to determine the potential acceleration of the algorithm 
when the number of processors increases. For this purpose, 
Amdahl’s weighted law was used [29]. For heterogeneous 
computing nodes, it takes into account network performance 
and bandwidth. Then the best configuration of the virtual 
node group is the one in which the performance of the cluster 
with the minimum increase in performance is the maximum.

The empirical filling method was used to fill the virtual 
cluster with computing nodes. This approach involves filling 
the virtual cluster with computing nodes until the condi-
tion limiting the growth of computing acceleration is met. 
A limitation may be an increase in the speed of execution 
of the test task. Thus, it is possible to configure the best 
performance of a virtual cluster for a given task with het-

erogeneous devices. The disadvantage of this method is the 
need to select virtual cluster nodes for a new task each time.

The meta-learning approach is based on previously 
known combinations of devices and the necessary param-
eters for building a virtual cluster [30]. At the same time, 
the selection of virtual computing nodes is based on the 
templates of tested devices in the cluster for a predetermined 
algorithm. When accumulating a large amount of test data, 
this method makes it possible to build a virtual cluster from 
existing devices, focusing on the most optimal templates. 
This will make it possible to quickly assemble effective 
virtual clusters for current tasks and also quickly adapt to 
new ones. The disadvantage of this approach is the need to 
conduct versatile tests on a large number of combinations 
of devices. In addition, when adding a new model, new tests 
must be conducted.

The client program SSHFS (Secure SHell FileSystem) 
was used to construct the directory of the remote machine 
as a file system.

API Rest (Representational State Transfer) technology 
was used when designing API services to connect images, 
video images, text data, and time series data.

5. Results of devising and researching the method of 
virtual clustering of the edge environment on the Internet 

of Things

5. 1. Construction of the architecture for a virtual 
cluster of computers with limited resources

In 2018, a general seven-layer IoT architecture was pro-
posed [31], but depending on the task, the number of layers 
can vary from three to seven. Let’s determine which layers 
are required to build a virtual cluster on the edge IoT envi-
ronment.

The architecture for a virtual cluster assumes the use of 
computers with limited computing resources that are not 
uniform in their characteristics. The presence of heterogene-
ity requires solving the problem of selecting devices similar 
in characteristics and building a virtual cluster from them. 
Since several clusters can be formed, the task of designing 
their management layer follows. In addition, it is necessary 
to provide disk space for storing files on computers with 
limited computing resources. Microservices are used in the 
designed architecture for the virtual cluster. They assume 
the use for each type of data of a separate microservice, in-
dependent of the rest of the others. This condition makes it 
possible by replacing the module to enable the adaptability 
and configuration of the system for receiving different types 
of data. The main feature of the designed architecture is the 
construction of all layers of the cluster on the basis of exter-
nal devices that can be connected. In addition, it is necessary 
to select configurations according to the specified param-
eters to enable the performance of the computational task.

Therefore, the distributed architecture of a virtual 
heterogeneous cluster (AVHC) should include four lay-
ers (Fig. 1):

– layer of physical devices (AL, Application Layer),
– cluster construction and management layer (PrL, Pro-

cessing Layer),
– cluster coordination layer (NL, Network Layer),
– the layer of the virtual group of cluster devices (PeL, 

Perception Layer).
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Fig. 1. Virtual heterogeneous cluster architecture

At the same time, it should be noted that the main fea-
ture of computers with limited computing resources is the 
lack of resources of one computer to solve a computationally 
complex task. Therefore, the possibility of scaling the data 
storage parameter is considered. Scaling makes it possible 
to use resources of multiple computers to provide enough of 
the required resource. In most cases, scaling is used to store 
processed files and received results on the coordination layer 
of the virtual cluster.

Let’s consider these layers of the virtual cluster in more 
detail.

The bottom layer of the architecture is the physical de-
vice layer. This layer contains heterogeneous single-board 
computers with a preinstalled Linux operating system. 
Client software for connecting to the cluster server via het-
erogeneous communication channels (Ethernet, Wi-Fi) is 
also installed. Based on these devices, a virtual cluster and 
cluster coordination layer are built.

Direct communication with the lower layer is carried out 
by the cluster construction and management layer. This layer 
provides the following functions:

– registration, testing of performance and quality char-
acteristics of nodes;

– selection of devices for cluster construction;
– management of a virtual cluster using the appropriate 

module.
This layer is on a separate device. In the edge IoT en-

vironment, this device is usually a single-board computer 
based on the Linux operating system.

The main components of the cluster construction and 
management layer and the relationships between them are 
shown in Fig. 2.

Let’s take a closer look at each of the components of 
this layer.

The “Server” component is responsible for the operation 
and launch of all system components, their interaction with 
each other and with the operating system. In addition, this 
component is responsible for connecting/registering new 
devices. The server is assigned and configured manually by 
the user.

The “Device Registration” component makes it possible 
to make up a list of all active devices connected to the server. 
This component stores information about all the devices in-
volved and the roles assigned to them. The list of registered 
devices is stored in the database. If the device has not been 
tested, a corresponding flag is added.

The Device Performance Testing component is designed 
to determine the performance of IoT edge environment 
nodes. Each new device undergoes performance testing on 
various computing tasks, such as:

– testing the speed of data transmission over the network;
– device testing in single-stream and multi-stream 

modes;
– testing of the RAM device for read/write speed;
– file compression testing in single-stream and multi-

stream modes. 
After passing these tests, a record of the test results is 

added to each device, in addition to its characteristics. The 
newly built list is stored in the database for use by other 
system components.

The “Cluster Planner” component is used to assign the 
user the following initial parameters for the construction of 
a virtual group of nodes:

– parameters for the coordination cluster indicating the 
required disk space;

– the minimum number of coordination nodes;
– the number of virtual clusters and computing nodes 

in them;
– a list of modules for loading virtual clusters that are 

being formed.
The virtual group of nodes is built taking into account the 

selection of the most suitable nodes in terms of average char-
acteristics to enable the performance of the layer and cluster.

The “Cluster construction parameters” component forms 
the coordination layer of the cluster and virtual groups of 
nodes based on available devices and specified parameters. 
The results of the preliminary construction of the virtual 
cluster are transferred to the “Web service management” 
component. If there are free, unassigned nodes, you can dis-
tribute them in the current configuration or assemble a new 

one. In particular, you can assign the role of redun-
dant nodes to quickly replace failed nodes.

The “Web Service Management” component 
makes it possible to get up-to-date information about 
devices, their characteristics, assigned role and sta-
tus in multiple virtual clusters.

Let’s move on to consider the structure of the 
next layer.

The coordination layer of the cluster is responsi-
ble for the following functions:

– management of virtual clusters, monitoring of 
their status;

– organization of virtual memory for storing data 
received for processing;

– results of calculations from virtual clusters.
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 Network Layer 

 Processing Layer 
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Registration  
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Server Cluster  
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Fig. 2. Main components of the cluster construction 	
and management layer
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This layer contains one coordination node that interacts 
with the main nodes of virtual clusters. In addition, this 
layer controls the organization of data storage. The coordi-
nation node is the connecting link between the main server 
and the virtual clusters. It acts as an information aggregator 
that collects data about the state of the virtual cluster. It 
transmits information about work results to the main server, 
where the user can observe the system’s operation through 
the web interface.

The main components of the coordination layer of the 
cluster and the relationships between them are shown in Fig. 3.

Let’s take a closer look at each of the components of this 
layer.

The “Main Server” component is given appropriate 
instructions for downloading and installing the necessary 
modules of the coordination node. This module enables the 
functionality of all components of the layer, their connection 
and interaction with other components of the system.

The “Registration of virtual clusters” component con-
tains information about:

– all virtual clusters;
– assigned devices and assigned roles;
– allocated disk space for data storage.
This component makes it possible to receive information 

about the status of each device and its interaction with the 
system by logging the performed operations. Information 
about the nodes of the formed virtual cluster allows it to be 
reformed in case of node failure. In addition, a virtual clus-
ter can be supplemented with computing nodes to increase 
cluster performance.

Let’s consider the functions of the “Persistent memory 
virtualization” component. Computers with limited com-
puting resources have various characteristics in a number 
of parameters, including disk space. Therefore, the task of 
organizing data storage on the basis of such computers is to 
provide the necessary space on the basis of permanent mem-
ory. Devices with the following parameters are selected to 
organize data storage:

– maximum free disk space;
– high speed of data transmission over the network;
– minimum performance compared to other devices reg-

istered in the system.
The device with the role of “data storage node” is 

connected to the coordination node using the SSHFS 
client program. The coordination node registers the 
allocated disk space of the data storage node and 
writes the necessary files to it. At the same time, the 
path to the file is stored in the database on the coor-
dination node. If necessary, it is possible to increase 
the amount of permanent memory by adding the 

appropriate node to the coordination layer and assigning it 
the appropriate role.

The Task Scheduler component for a virtual node group 
performs the following functions:

– registers the task assigned by the user to the formed 
virtual cluster;

– defines a reference to input data;
– provides a link to dedicated disk space for data storage.
The component is also responsible for data pre-analysis 

consisting of microservices. Microservices are responsible 
for different types of data: image/video, text, or time series 

data, linked through the Rest API. Analysis of data 
types takes place at this layer on microservices. In 
case of data inconsistency or errors, the message is 
returned to the data source. In case of repeated errors 
and it is impossible to eliminate them, a message is 
sent to the user using the “Web Service Manage-
ment” component.

The “Result Processing and Registration” com-
ponent is actually a data presentation layer. It is 
responsible for outputting results depending on the 
task, as well as logging them and writing them to the 
allocated disk space. Information about new results 
is passed to the management layer to notify the user. 

Including information about the current state of the nodes 
and their load (processor, memory, disk, network).

Let’s consider in detail the upper layer of the proposed 
architecture – the layer of the virtual group of cluster devic-
es or the layer of the virtual cluster directly.

In its essence, this layer of the architecture corresponds 
to an ordinary cluster of single-board computers, which can 
be assembled on a local stand and consists of a main (con-
trolling) node, subordinate computing nodes and a switch. 
The only difference is that this layer can include several 
unrelated virtual clusters, and the devices participating 
in cluster construction are heterogeneous and interact in 
heterogeneous network conditions. Each virtual cluster in-
teracts with the coordination node through the master node. 
That is, in the developed architecture, the virtual cluster 
layer is a partial component of the system, unlike alternative 
solutions with the implementation of a full-fledged cluster on 
single-board computers.

The second difference of this layer is that a virtual clus-
ter can be built from heterogeneous devices, similar in char-
acteristics and performance in different tasks. The master 
node can be selected from more productive devices to enable 
maximum stability and performance of the cluster.

The master node is inextricably linked to the coordination 
node by means of the Server component. receiving data from it 
for analysis, as well as giving it its current state. If the master 
node disconnects from the network, the task pool assigned to 
it will be transferred to the next node that will take its role.

The interconnections of the components of this layer are 
shown in Fig. 4.
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Let’s take a closer look at each of the components of this 
layer.

The “Methods and Algorithms” component is responsi-
ble for the applied methods and algorithms in performing a 
computational task. Depending on the task, the user selects 
the necessary module, where s/he can set his/her parameters 
or use pre-trained models. Next, the module is loaded on the 
main node of the virtual cluster. Thanks to the modular prin-
ciple, you can write and load 
your own module, describing 
the methods and algorithms for 
solving the given task.

The Task Scheduler com-
ponent distributes tasks be-
tween computing nodes of a 
virtual cluster. The schedul-
er also contains information 
about the connection to the 
data storage server. All re-
quests from computing nodes 
to the server go through this 
component, which makes it 
possible to monitor free ports. 
Ports are issued according to 
the FIFO algorithm (first in, 
first out).

The Workflows compo-
nent performs a complete cycle 
of task calculation. After con-
necting to the task scheduler, 
it gets a free port to connect 
to the server. After that, data 
is received for processing from 
the task queue and an indica-
tion of which task should be performed on this data. Next, 
the task is solved, after which the component is connected 
to the scheduler again. Now it completes the loop by getting 
a port to connect to the server to transfer the processed data.

So, after considering the proposed architecture in detail, 
we shall consider the process of building a virtual cluster.

5. 2. Stages of virtual cluster construction in the edge 
environment of the Internet of Things

The construction of a virtual cluster according to the pro-
posed architecture is divided into several successive stages. 
The cluster construction and management layer is the first 
to be involved in the work of the cluster. It is responsible for:

– registration and testing of new nodes with the assign-
ment of a node to a role corresponding to its characteristics 
and current cluster parameters;

– selection of parameters for virtual clusters based on 
available devices;

– performance of all levels of virtual clusters;
– user interaction with the formed cluster through the 

web interface.
After registration and testing of available nodes, the 

initial parameters are set for the construction of a virtual 
cluster, which begins with the coordination layer. This layer 
consists of a coordination node (CN) and data storage nodes. 
At the same time, the CN is responsible for the interaction 
between the server and virtual groups of nodes (VGN), as 
well as for interaction with data storage nodes.

The next step is to appoint a master node, as well as 
subordinate to it the computing nodes that will form VGN. 

It should be noted that a coordination node can serve sever-
al VGNs.

At the same time, important parameters of computers, 
such as network speed, processor and RAM load, and the 
amount of free external memory, can differ significantly. In 
order to construct a more balanced VGN, it is necessary to 
select devices with similar parameters.

The main steps of these stages are shown in Fig. 5.

Let’s take a closer look at some essential components 
of this process, such as registration, testing, and node role 
assignment.

After starting the server and downloading the necessary 
components, the control node starts accepting external re-
quests for the registration of nodes with the installed client 
part. All connected nodes undergo registration and send 
basic technical characteristics. After that, they are tasked 
with conducting performance tests.

After receiving the list of nodes and the test results, 
the cluster construction begins, using the basic set param-
eters for VGN. The user can set the parameters in advance 
or based on the received data about the registered nodes 
through the web interface. At this stage, all involved nodes 
are assigned a role in the VGN, a position in each layer, and 
the necessary modules are transferred for loading.

After loading all necessary modules, the node sends a 
signal about readiness to the server. If a node has received 
the role of “Server”, it will wait for nodes to connect until the 
layer is fully formed according to the received data. Nodes 
with a different role send a signal about readiness to the 
server after completing downloads and starting all modules. 
After that, they wait for data to connect to the desired node.

The node registration process consists of several steps 
and is available for nodes with client software installed. 
After the server starts up and appears on the network, the 
client connects to it. After that, the client transmits data 
about himself/herself in the form of IP and MAC addresses 
for unambiguous identification in the future. After register-
ing and entering relevant data into the database of the “Node 
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Registration” component, the command is sent to the “Test-
ing” component. Next, appropriate modules are assigned for 
performance testing. The test results are transferred to the 
“Testing” component, from where the data goes to the regis-
trar and enters them into the database. The registered node 
is added to the list participating in cluster construction.

Two layers are distinguished in the designed architec-
ture: the cluster coordination layer and the VGN layer. Each 
of these layers is assigned a node with a specific role.

A coordination node is assigned to the cluster coordi-
nation layer. A node with this role is responsible for distrib-
uting tasks between VGNs. In addition, it is responsible for 
organizing data storage virtualization and file distribution 
between data storage nodes. Including registration and 
storage of data processing results. A data storage node is a 
node designated to organize permanent disk space for data 
storage.

The virtual node group layer has a master node or Master 
Node (MN) directly connected to the coordination node. 
The master node manages the state of the cluster and dis-
tributes tasks among the computing nodes. This layer also 
assigns virtual computing nodes that perform tasks and 
return the results to the MN.

5. 3. Devising and studying effectiveness of the meth-
od for building a virtual cluster of the edge environment 
on the Internet of Things

The virtual cluster is built according to a three-stage 
approach in accordance with the scheme shown in Fig. 5. A 
number of algorithms and methods are added to the built 
architecture, focused on a certain class of tasks. They are 
focused on increasing the performance of the virtual cluster.

The coordination node when allocating virtual external 
memory uses a balancing algorithm for the distribution of 
tasks for data storage nodes. The purpose of the algorithm is 
to increase the speed of data transfer from data storage nodes 
to computing nodes.

Also, the virtual cluster is supplemented by the MN 
replacement algorithm. The master node can fail and lose 
connectivity to the cluster, so it is important to monitor its 
health to minimize VGN performance losses. If the comput-
ing node cannot access the MN, it sends the event data to the 
coordinating node. The coordination node checks the avail-
ability of MN. When the failure of the current Master node 
is confirmed, the algorithm to replace it with a node with the 
closest characteristics to the replaced MN is initiated. The 
new node is given all the necessary modules to load, as well 
as a queue of tasks to perform calculations. Data clustering 
algorithms without a trainer were used to solve the problem 
of node selection.

When building the VGN computing layer, the heteroge-
neity of devices and their selection based on approximately 
the same characteristics and performance are taken into 
account. For this, an algorithm implementing Amdahl’s law 
was used.

The proposed method involves the use of already oper-
ational nodes in the IoT network. Therefore, these devices 
already perform some tasks on a permanent basis, and it is 
necessary to take into account their free resources. The het-
erogeneity of nodes in terms of their characteristics is also 
taken into account. In this approach, VGN filling is based on 
the distribution of nodes into groups based on similar char-
acteristics and resources of available nodes. Virtual groups 

are filled in stages, for each group separately, and a common 
list of nodes is used.

When devising the method at the step of preliminary 
processing of input data, it was necessary to choose a clus-
tering method based on the most important characteristics.

To this end, a virtual cluster was built for 5,000 devices, 
including 12 different models of single-board computers. 
Device test data is obtained from open sources. In the coor-
dination layer, two roles were considered:

– coordination node;
– data storage node.
First of all, a coordination node was specified, and data 

storage nodes were already assigned to it.
When selecting devices for the role of computing nodes 

on the generated data, the qualitative characteristics of the 
devices were generated based on the following parameters:

– performance in single-threaded and multi-threaded 
tests;

– free RAM;
– speed of network interaction.
Due to the comparison of different values, normalization 

was used. The normalization task was reduced to the follow-
ing formula:

,� dpl
norm

Х Х
Х

Х

-
=

∆
 		  (8)

where Xi is the current value; Xdpl – displacement value;  
∆X is the value of the considered interval; it is the difference 
between the maximum and minimum values of the normal-
ized parameter.

For comparison, three clustering algorithms were consid-
ered: K-means, agglomerative clustering, spectral clustering. 
Also, for simplification, the main components algorithm was 
considered. The input data space was considered according 
to three dimensions: free RAM, Free Disk Space, Ethernet 
Speed. The space of the main components was reduced to 
two dimensions.

After the clustering, it was evaluated based on the re-
sults of the three metrics described in the previous chapter. 
The results of the assessment are given in Tables 1, 2. The 
methods of principal components and agglomerative cluster-
ing, which showed similar results and differ in the level of 
error, worked best. At the same time, the spectral clustering 
algorithm showed the worst result for the Davies-Bouldin 
and Calinski&Harabas metrics.

Table 1 

Results of metrics in the input space

Algorithm title
Performance Metric

Silhouette Davies-Bouldin
Calinski& 
Harabasz

K-Means 0.404 1.093 1844.8

Agglomerative 
Clustering

0.413 1.085 1835.3

Spectral  
Clustering

0.406 1.920 1404.8

Clusters of points turned out to be sufficiently distant 
from each other and, accordingly, all three clustering meth-
ods built similar clusters. This explains the similar results of 
the metrics.
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Table 2

Results of metrics in the space of principal components

Algorithm title

Performance Metric

Silhou-
ette

Davies-Bouldin
Calinski& 
Harabasz

K- Means 0.618 0.556 8148.6

Agglomerative  
Clustering

0.604 0.574 7998.5

Spectral  
Clustering

0.605 0.602 7742.5

Since the clustering algorithms worked well, and the 
difference of the metrics is at the level of error, the choice 
of the clustering algorithm was made based on the speed 
of work. The execution time of the clustering algorithms is 
given in Table 3.

Table 3

Execution time of clustering algorithms

Algorithm title Execution time (s)

K-Means 0.66

Agglomerative Clustering 1.39

Spectral Clustering 6.13

Our results demonstrate a clear advantage of the k-Means 
algorithm over the other two.

After all available devices have been identified and as-
signed the appropriate role, they can be used to build a virtu-
al cluster. Coordination nodes and master nodes are defined 
from the very beginning, then the coordination layer is filled 
with storage nodes until the predetermined parameters are 
reached. Computational nodes fill a virtual group of nodes 
according to the previously performed clustering.

At the last stage of design, comparative testing of virtual 
and classic clusters was carried out.

The first virtual cluster testing was performed on a man-
ually built virtual cluster for a small number of computers 
with limited computing resources.

The virtual cluster had the following structure:
– coordination node;
– the first virtual group of nodes consists of 12 nodes, 

including the master node;
– the second virtual group of nodes consists of 12 nodes, 

including the master node.
The second cluster was built in a classic design and con-

sisted of 25 nodes, including the master node.
Performance testing was performed on the classic task of 

adding matrices of size: 100, 1000, 10000, 100000. Matrices 
were generated once randomly.

For the built virtual cluster, the coordination node acts 
as the first balancer of tasks and gives the available tasks to 
master nodes, which distribute them among free nodes.

In a classic cluster, the master node is responsible for 
data storage and task distribution. The test results are 
shown in Fig. 6.

As the test results showed (Fig. 6), the productivity of 
the IoT edge environment when using the proposed method 
in comparison with the existing approach improves with the 
increase in network load. At the same time, with a small net-
work load, performance may decrease slightly.

The next test concerned the dependence of the perfor-
mance of the edge environment on the number of virtual 
groups of nodes. This testing of the virtual cluster was car-
ried out using the method of empirically filling the layer of 
virtual groups of nodes with computing nodes. All available 
options for 25 different devices were searched. This made it 
possible to lay the foundation for the “meta-learning” meth-
od. Testing was carried out in two variants:

– a simple test: the classic problem of matrix addition;
– a difficult test: image recognition using a convolutional 

neural network with a trained model.
In the course of testing the selection of different config-

urations of the cluster, an additional condition was formu-
lated. Each master node must have at least two computing 
nodes. Therefore, the minimum VGN consists of three 
devices. For 25 devices available for testing, the maximum 
number of virtual clusters is 8. Testing starts with 1 virtual 
cluster of three devices, after passing the test, a new free de-
vice is added. A limitation was introduced: the process works 
until the performance increase in the test is less than 5 %. 
As soon as such a limitation appears, a new virtual cluster is 
built in addition to the existing one. But the current test will 
involve all available devices.

The best test results selected among identical VGN con-
figurations are shown in Fig. 7.

Fig. 7. Choosing the best VGN configuration

The best was a virtual cluster with a configuration consist-
ing of 6 VGNs and 24 devices, each VGN includes 4 devices.
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Next, a 1000×500 pixel, 2MB image recognition test was 
run. A convolutional neural network of the standard library 
“face_detector” with a previous model was used. The test 
was conducted using the same virtual cluster construction 
algorithm as in the previous test.

The averaged results of the dependence of the recogni-
tion time on the number of VGNs are shown in Fig. 8.

Fig. 8. Image recognition time

Note that the variant with the absence of additional 
VGNs practically coincides with the results obtained with 
classical clustering.

6. Discussion of results of devising a method for the 
virtual clustering of the edge environment on the Internet 

of Things

A detailed architecture of a virtual cluster of computers 
with limited resources has been designed. The development 
took into account the specific features of the IoT edge en-
vironment. It is proved that the distributed architecture 
of a virtual heterogeneous cluster should include the four 
layers shown in Fig. 1. The justified structure of the cluster 
construction and management layer, the main components 
of which and the relationships between them are shown 
in Fig. 2. There is a well-founded need to introduce an addi-
tional coordination layer of the cluster. A separate function 
of organizing virtual memory for storing data received for 
processing is specified (Fig. 3). In the designed architecture, 
the virtual cluster layer is a partial system component. This 
is a significant difference from existing solutions with the 
implementation of a full-fledged cluster on single-board 
computers (Fig. 4).

We have justified a three-stage procedure for building 
a virtual cluster in the edge environment of IoT (Fig. 5). 
Essential components of this procedure are the processes 
of registration, testing, and assigning the role of the node. 
This procedure made it possible to devise a method for the 
virtual clustering of the IoT edge environment based on the 
proposed virtual cluster architecture.

The effectiveness of the proposed method of building a 
virtual cluster of the IoT edge environment was investigated. 
Comparative testing of virtual and classic clusters showed 
the following results:

– at a network load of up to 50 %, a virtual cluster has 
no advantage over a classic cluster and can lose up to 3 % in 
overall performance;

– at a network load of 50 % to 80 %, the virtual cluster 
outperforms the classic cluster by up to 10 % in overall per-
formance;

– at a high network load (from 80 % to full), the virtual 
cluster significantly outperforms the classic cluster in terms 
of total performance, by more than 10 %.

In addition, a study of the dependence of the productiv-
ity of the virtual cluster of the IoT edge environment on the 
number of virtual cluster groups was carried out. For a sig-
nificantly heterogeneous environment, performance changes 
at full network load can vary by up to 20 % depending on the 
number of virtual node groups. The results of the study are 
given in Tables 1–3 and shown in the diagrams in Fig. 6–8.

Our results of studying the method for building a virtual 
cluster of the IoT edge environment can be explained by 
increasing the balance of the network load during virtual 
clustering.

Unlike the methods reported in [9, 13, 20, 21], the pro-
posed method allows taking into account the heterogeneity 
of the environment. Also, in contrast to the methods given 
in [15, 18, 19], the resource costs of nodes of the edge envi-
ronment are taken into account. Compared to the methods 
described in [16, 17], when using the method of building a 
virtual cluster of the IoT edge environment, the performance 
of the network increases. This becomes possible thanks to 
the increase in load balancing of the physical devices of the 
edge layer.

Therefore, our solutions allow the utilization of unused 
resources of IoT edge layer devices in a heterogeneous envi-
ronment. A significant load imbalance of devices is reduced 
due to network virtualization.

When applying in practice, as well as in further theoreti-
cal studies, one should take into account the limitation of the 
current study, which is the heterogeneity of physical devices.

As a shortcoming of this study, one should note the 
lack of analysis of the situation with network congestion 
of devices of the IoT edge environment. To eliminate the 
shortcoming, it is necessary to conduct additional research 
into the nature of queues at nodes of the edge layer of the 
IoT and to identify their impact on the performance of the 
virtual cluster.

The following may be the topic of further research.
First, the performance of a virtual cluster depends sig-

nificantly on the network load. At the same time, in cases 
where performance does not increase compared to a classic 
cluster, virtualization of the edge environment is imprac-
tical. Therefore, it is necessary to determine the network 
load threshold at which it makes sense to carry out network 
virtualization.

Second, the advantages of a virtual cluster depend on 
the level of network heterogeneity. Therefore, further im-
provement of the proposed method should be focused on 
determining the level of network heterogeneity and adding it 
to the input data of the corresponding algorithm.

7. Conclusions 

1. An approach to the construction of an architecture 
for a virtual cluster of computers with limited resources has 
been devised. The development took into account the specif-
ic features of the edge environment of the Internet of Things. 
This made it possible to propose a four-layer architecture in-
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stead of the standard seven-layer architecture of IoT sensor 
information processing device networks.

2. We have defined stages in the virtual cluster con-
struction in the edge environment of the Internet of 
Things. A three-stage procedure for building a virtual 
cluster was justified. This procedure made it possible to 
devise a method for the virtual clustering in the Internet 
of Things edge environment based on the proposed virtual 
cluster architecture.

3. We have investigated a method for building a virtual 
cluster of the edge environment of the Internet of Things. 
The results of the study made it possible to compare the 
performance of virtual and classic clusters. At a network 
load of up to 50 %, a virtual cluster has no advantage over a 
classic cluster and can lose up to 3 % in overall performance. 
With higher network load, the virtual cluster outperforms 
the classic cluster in terms of overall performance. At close 
to full load, the overall performance advantage exceeds 10 %. 
It is also proven that for a heterogeneous environment, per-
formance changes at full network load significantly depend 
on the number of virtual node groups. Such fluctuations can 
reach up to 20 %.
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