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The object of the study is the IoT system for 
monitoring the state of objects.

The problem being solved is the development of 
an innovative method of detecting and correcting 
data transmission errors in the networks of Internet 
of Things systems.

The essence of the results is that a method 
of detecting and correcting multiple transmission 
errors during byte-by-byte transmission of a block 
of information has been developed. The method is 
distinguished by an original coding scheme, which 
involves the calculation of control bits, as well as 
the shuffling of block bits by performing bit shift 
operations. The peculiarity of the method is that 
any bit can be distorted when transmitting a code 
word, but it belongs to different code combinations 
of the Hamming code. This allows multiple data 
transmission errors to be detected and corrected 
during decoding, and multiple errors of different 
bytes belonging to the same block can be corrected.

Simple algorithms for encoding and decoding 
procedures have been developed, and programs for 
information block encoding procedures and decod-
ing procedures with error detection and correction 
have been developed. A software model of the data 
transmission channel was also developed with the 
possibility of introducing multiple errors when sim-
ulating the data transmission process. All programs 
are developed in Python, although other languages 
are possible.

An experiment was conducted using the devel-
oped software model of the data transmission chan-
nel. The efficiency of the developed method has been 
experimentally confirmed and it has been prov-
en that its use increases the immunity of the data 
transmission channel. This is due to the fact that the 
developed method allows detecting and correcting 
all code word transmission errors with a multiplici-
ty from 1 to 8, which was confirmed experimentally.

The main field of use of the developed method is 
considered to be IoT system networks. First of all, 
systems for monitoring the state of objects
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1. Introduction

The rapid development of the high-speed Internet and 
the Internet of Things, in the future IoT [1], causes the need 
to build error-free information transmission channels.

One of the largest segments of the IoT is the Industrial 
Internet of Things, given the number of connected devices 
and the extent to which the technology is used for produc-
tion, automation, and facility health monitoring purposes.

The high efficiency of IoT technology is due, among other 
things, to the use of the IoT platform as a service [PaaS] [2].

When developing industrial IoT networks, attention is 
traditionally paid to establishing a connection and the data 
transfer process. Without reliable data transmission technol-
ogy, the IoT will be ineffective.

In industrial IoT networks, data transmission is based on 
short-range communication systems. Such systems usually 
do not follow the rules of the IP protocol.

  But industrial networks, as a rule, are distributed over 
large areas and are affected by wide-spectrum electromag-
netic interference. This can cause multiple data transmission 
errors. Therefore, the process of developing different meth-
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ods for detecting and correcting data transmission errors in 
IoT is relevant because it can be used in various applications. 
There are many uses of Hamming codes in cases where 
transmission error detection and correction is required. But 
the main disadvantages of known applications are coding 
redundancy and low ability to detect multiple code word 
transmission errors. In addition, in the case of the usual use 
of Hamming codes, when it is necessary to ensure the trans-
mission of a code word containing eight information bits, it 
is necessary to organize a data transmission channel with a 
code word length of 12 bits. With a large number of existing 
communication channels that provide the transmission of 
one-byte code words, the development of new methods for 
detecting and correcting errors in the transmission of infor-
mation is in great demand. The development of new or mod-
ified methods based on the use of known Hamming codes is 
very relevant, considering the possible range of applications 
in networks with the above characteristics. Especially in IoT 
networks for monitoring the state of objects.

2. Literature review and problem statement

The possibility of error-free data transmission in the 
presence of noise was proven in [3]. The work is advanta-
geously distinguished by the proposed innovative solution, 
which consists in the use of error-correcting codes. A 
disadvantage can be considered the fact that although the 
existence of such codes has been proven in the work, there is 
no explanation of how to construct the codes.

How to build error-correcting codes is described in [4]. 
The Hamming codes described in this work have become 
widely used. The advantage of these codes can be considered 
that they provide detection of double errors and detection 
and correction of single errors. Also, Hamming codes give 
good results in detecting and correcting errors, if there is a 
small probability of the occurrence of a “packet” of errors, 
that is, group interference. This advantageously distinguish-
es Hamming codes from the use of a parity bit. Because 
using the parity bit does not allow error correction, it can 
only detect an odd number of errors in the bits. The main 
drawback of the proposed codes is redundancy.

The use of Hamming codes is relevant today because 
there are applications in a wide range of areas where the reli-
ability of data transmission is critical. The work [5] analyzed 
the use of different Hamming codes in data transmission. 
An error detection and correction method based on a parity 
check code is also presented together with a Hamming code 
algorithm to overcome the error correction problem of in-
formation transmission. The advantage of this approach can 
be considered its simplicity and efficiency in detecting and 
correcting data transmission errors. The disadvantage of the 
method is redundancy.

Work [6] continued the study of codes that have the 
properties of detecting and correcting errors. An algorithm 
for reducing the number of redundant bits when construct-
ing an extended error detection and correction code is 
proposed. This was made possible by using the original 
polynomial generator. The advantage of the improved code 
is to reduce the overhead caused by interleaving redundant 
bits in a typical Hamming code and the length of redundant 
bits that exist in cyclic redundancy checks. The proposed 
code minimizes the payload bit overhead compared to the 
Hamming code, while reducing the resource usage of the 

designed memory architecture. A rather complex implemen-
tation of the proposed method and code redundancy can 
be considered a disadvantage of the proposed solution. The 
authors position these codes as alternative methods of error 
detection and correction. The algorithm did not solve all 
problems, but it can be used in many applications.

The introduction of codes with the possibility of detect-
ing and correcting errors also occurs in the development of 
semiconductor RAM with random access. In [7], a variant 
of RAM construction in the form of a two-dimensional en-
ergy-efficient structure based on the use of error correction 
codes is proposed. The proposed method is based on the 
use of the Hamming code. The advantage of the proposed 
two-dimensional error correction code is to improve energy 
efficiency and reduce equipment cost. It is also proven that 
the method made it possible to reduce the area and energy 
consumption of memory within a certain amount of memory. 
The disadvantage of the two-dimensional error correction 
code is the redundancy and rather cumbersome procedure 
for detecting and correcting errors.

In [8], the introduction of information encoding algo-
rithms during programming of field-programmable gate 
arrays (FPGAs) – semiconductor devices that can be 
configured by the manufacturer or developer after man-
ufacturing – is considered. In this work, an improved 
error-detection correction code was implemented to ensure 
error-free transmission under packet-switched conditions, 
which overcomes the limitations associated with the use of 
cyclic redundancy check code and Hamming code. The ad-
vantage of the proposed algorithm is a higher transmission 
speed and an increase in the detection of random errors was 
achieved by reducing the number of redundant control bits. 
This is possible thanks to the proposed polynomial genera-
tor, as well as due to the reduction of speed losses from the 
interleaving of control bits in the usual Hamming code. The 
main drawback of the proposed method is a rather complex 
encoding and decoding algorithm with error detection and 
correction.

Work [9] is also devoted to the development of an im-
proved reliable method of error detection and correction 
codes with minimum redundant bits and maximum coding 
speed. The advantage of the developed semi-diagonal code 
is greater efficiency compared to existing matrix codes. 
The use of a half-diagonal code reduces bit costs by at least 
5.5 % and increases the encoding speed by at least 16.74 %. 
A disadvantage of the proposed code can be considered a 
cumbersome algorithm.

In [10], the problem of detecting and correcting errors 
when storing data in memory is considered. It is noted that 
technological scaling increases the density of memory bit 
cells and reduces the voltage of semiconductors. Therefore, 
the number of single radiation-induced errors and multiple 
errors is increasing. Error correction codes (ECC) have 
been proposed to solve this problem. The proposed encod-
ing, based on the modified Hamming code described in the 
paper, guarantees that only correct values will be transmit-
ted to the system output. In this case, the data is processed 
despite the presence of up to three-bit errors. The advantage 
of the proposed coding method is a high level of error correc-
tion, performance, high speed and low complexity. A typical 
disadvantage is coding redundancy.

The work [11] is interesting from the point of view of 
using interference-resistant coding. It is noted that reliable 
computer systems use error control codes (ECC) to protect 



Eastern-European Journal of Enterprise Technologies ISSN 1729-3774 1/9 ( 127 ) 2024

24

the issues of alternative selection of the method of detection 
and correction of transmission errors for specific conditions 
of use are considered. Unfortunately, practical issues of 
methods implementation are somewhat ignored in the work, 
which is a drawback.

Work [16] contains an overview of various error correc-
tion methods, including the Hamming code. It is specifically 
stated that the Hamming code (7,4) is used to correct a sin-
gle error. The extended Hamming (8,4) code has an extra bit 
and is used for single error correction as well as double error 
detection. A comparison of the advantages and disadvantag-
es of this method with other methods of error correction was 
also carried out, which made it possible to evaluate the ef-
fectiveness of different methods. The advantage of the work 
is the availability of the mathematical foundations of error 
detection and correction methods. But the work does not 
sufficiently consider the practical issues of implementation of 
the specified methods, as well as examples of the implemen-
tation of the specified methods.

In [17], the general shortcomings of scientific works on 
coding theory are given. First, the practicalities of imple-
menting a particular decoding algorithm on real hardware 
are largely ignored. The information that is available is 
patchy and scattered. Second, the information needed to 
evaluate a particular technique in situations encountered 
in practice is mostly available only in the reports of private 
companies. The work [17] is aimed at solving both of these 
problems. The advantage of the work is to highlight the 
general problems of implementing methods for detecting and 
correcting data transmission errors. But a somewhat simpli-
fied approach to the description of algorithms is a significant 
drawback of the work.

The performed review of literature data allows to state 
that there are and are used a large number of error detection 
and correction methods, both standard and modified. All of 
these methods are used to reduce data transmission and 
storage errors, with most methods allowing detection and 
correction of single errors and detection of multiple errors. 
The implementation of codes with an optimized number of 
check bits reduces the loss of time for encoding-decoding, 
but does not solve the problem of redundancy, the cumber-
someness of encoding-decoding algorithms and the loss of 
time. It can be argued that there is a problem of finding a 
compromise between the consistency of the algorithm for 
correcting multiple message errors and the performance 
of the algorithm in reducing the number of information 
transmission errors.

The development of IoT systems leads to an increase in 
extensive industrial networks, which are affected by electro-
magnetic interference, causing various types of data trans-
mission errors. This is especially true of object condition 
monitoring systems based on IoT technologies, which have 
a large number of primary information providers. Therefore, 
the introduction of IoT technologies into industrial systems 
requires the development of new methods for detecting and 
correcting information transmission errors.

It is considered possible to develop such a method of de-
tecting and correcting several errors in one byte belonging 
to a certain information block. And precisely due to the use 
of Hamming codes and the original coding scheme, as well 
as coding and decoding algorithms.

This method of detecting and correcting transmission 
errors can be effectively used in distributed IoT systems for 
monitoring the state of objects.

information from transmission or storage errors. For exam-
ple, memory is often protected with single-error-correcting 
and double-error-detecting codes. ECCs are traditionally 
designed to minimize the number of redundant bits as they 
are added to each word in the entire memory. However, us-
ing ECC causes encoding and decoding delays. The paper 
notes that in some applications, fast encoding and decoding 
is more important than redundancy. The paper summarizes 
previous work on ultrafast codes and proposes new codes 
that combine double error detection and adjacent error cor-
rection. The advantage of the work [11] can be considered 
the proposed synthesized high-speed codes that reduce the 
delay time for encoding and decoding. The disadvantages of 
synthesized codes are traditional: redundancy and delays in 
encoding and decoding.

In [12], it is proposed to expand the concept of error cor-
rection to the concept of error reduction. Several decoding 
methods are presented to improve the error reduction capa-
bilities of Hamming codes. The error reduction properties 
of Hamming codes with standard decoding are studied. A 
lower bound on the average number of errors present in a 
decoded message when two errors are introduced by the 
channel for common Hamming codes is specified. Original 
decoding algorithms were investigated and found to improve 
the error reduction capabilities of Hamming codes beyond 
the aforementioned lower bound of standard decoding. The 
advantage is that by using a modification of known coding 
methods with the possibility of detecting and correcting 
errors, it is possible to reduce the number of errors compared 
to standard methods. The disadvantages of the proposed 
methods are that they are characterized by the same defects 
as redundancy, cumbersomeness and loss of coding time.

Comprehensive information on the use of error control 
codes is provided in [13]. Both classical block and lattice 
codes are considered. Recent developments in iterative codes 
such as turbo codes and low-density parity check codes are 
explored. Practical algorithms are presented. It is possible 
to consider the advantages of the work to be described in 
detail, built on a solid, carefully developed mathematical 
basis, algorithms for methods of detecting and correcting 
errors. The disadvantages include the fact that the practical 
aspects of implementing certain decoding algorithms on real 
equipment are not sufficiently disclosed.

An interesting review of coding schemes is made in [14]. 
Error correction schemes (ECS) contribute significantly 
to the reliability and energy efficiency of wireless sensor 
networks (WSNs). An overview of the different types of 
ECS used in communication systems and a brief description 
of standards for WSNs are given. Future research tasks on 
the development and implementation of ECS for WSNs are 
suggested. The advantage of the performed review is that it 
is based on three criteria: forward error correction (FEC), 
adaptive error correction methods, and other methods. The 
lack of algorithmic support within the framework of the re-
view can be considered a disadvantage.

In [15], a systematic review of existing codes with the 
possibility of error correction for various applications is giv-
en. It has been proven that wireless sensor networks require 
reliable data transmission with limited power consumption, 
power dissipation and high performance. Thus, the selection 
of the optimal coding for a specific sensor network is carried 
out taking into account performance and energy consump-
tion. Two coding algorithms based on block and convolu-
tional codes are proposed. The advantage of the work is that 
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3. The aim and objectives of the study

The aim of the study is to increase the immunity of 
data transmission in branched IoT systems by developing a 
method for detecting and correcting multiple errors during 
the transmission of individual bytes belonging to one infor-
mation block.

The objectives of the study are as follows:
– develop a coding scheme for detecting and correcting 

several errors in one byte based on Hamming codes;
– based on the coding scheme, develop a coding pror-

cedure and a decoding procedure with the detection and 
correction of multi-bit errors;

– develop coding and decoding algorithms, as well as a 
program for implementing the method of detecting and cor-
recting multi-bit errors;

– evaluate the proposed method in an automated mode 
using a software model of the communication channel.

4. Materials and methods of the study

The object of the study is the IOT system for monitoring 
the state of objects.

The main hypothesis of the study is the assumption that 
there is a scheme and method of encoding information based 
on Hamming codes, using which it is possible to detect and 
correct multiple errors in the transmission of a specific byte 
during byte-by-byte transmission of an information block.

When solving the main research problem, a number of 
assumptions were made in the work. Namely: when trans-
mitting an information block, its length remains unchanged, 
and the problem of determining the first byte of an informa-
tion block is solved at the protocol level.

Also, to simplify the development of the method for 
detecting and correcting data transmission errors, only the 
transmission of information was considered in conditions 
where only transmission errors of different multiplicity oc-
cur during the transmission of a single byte. Without taking 
into account the interruption of transmission under the 
influence of interference, etc.

The communication channel for data transmission usu-
ally corresponds to the simplified structural diagram shown 
in Fig. 1 [3]. The output signal from the information source 
is converted into an input signal in the form of a binary 
code, which is then converted into a code sequence with 
some redundancy known as a code word. This redundancy 
is necessary for error correction during transmission over a 
physical communication channel. Redundancy, and thus the 
error-correcting ability of the coding, is evaluated using the 
code rate R.

The signal from the transmitter enters the real commu-
nication channel, where it is subjected to various distortions, 
such as additive noise, fading, etc. The receiver demodulates 
the signal received from the communication channel and 
converts it into an input signal that can be decoded.

In the absence of errors, the sequence of data and their 
evaluation at the output of the noise-resistant decoder coin-
cide, otherwise the decoder performs error correction. The 
result of interference-tolerant decoding is the code word U, 
which is transmitted from the code decoder to the end re-
ceiver of the data. The upper limit of error-free transmission 
C for a given signal power, noise level, and occupied band-
width is determined by Shannon’s theorem [4]. In particu-
lar, if the transmission rate R does not exceed C, then there 
exists a code with codeword length n for which the error 
probability is equal to:

( ) ( )2 ,nE RP E -≤    (1)

where E(R) is a positive function of the argument R.
That is, on the one hand, an arbitrarily small error 

probability can be achieved by increasing the length of the 
code word n without reducing the transmission speed. But 
on the other hand, maintaining the transmission speed R 
by increasing the length of the code word n implies an in-
crease in the length of the information word k, which leads 
to an exponential increase in the number of sequences of 
code words.

To test the main hypothesis, a method of detecting and 
correcting transmission errors based on the Hamming code 
was used. Hamming codes are one of the most widely used 
error correction approaches. When setting the minimum 
distance dmin=3, the Hamming code allows to correct all 
single errors.

Hamming codes are redundant because they allow the 
specific symbols to be clearly identified. Symbols can be both 
informative and control. Such codes are usually called n, k 
codes, where n is the length of code combinations and k is the 
number of information symbols.

In Hamming codes, check symbols are the result of lin-
ear operations performed on a subset of symbols in a code 
combination.

The generation of r verification elements in combina-
tions of these codes is based on k information elements, 
and the length of the code combination is n=k+r. Verifi-
cation elements are linear combinations of information 
elements.

It should be noted that the minimum ratio of verification 
elements to information elements, at which the code can 
have error-correcting properties, is equal to: 2r–1=n. To 
calculate the main parameters of the Hamming code, it is 

necessary to set the number of verifi-
cation elements r. The value of n can 
be determined from the expression 
above, and the number of information 
elements is equal to: k=n–r. The ratio 
between k, r and n for popular Ham-
ming codes is given in the Table 1.

The Hamming code (12.8) is used 
in the development of the method 
for detecting and correcting multiple 
errors. It is a linear code that encodes 
eight bits of data into 12 bits by add-
ing four check bits.

 

 
  Fig.	1.	Simplified	structural	diagram	of	the	communication	channel
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Table	1

Relationship	between	k,	r	and	n	for	commonly		
used	Hamming	codes

Number of information bits k 4 4 8 9 10 11 11

Number of control bits r 3 4 4 4 4 4 5

Total number of bits n 7 8 12 13 14 15 16

A feature of the parity check matrix for the code with 
dmin=3 is that its columns are different non-zero combina-
tions of length r. For r=4, n=12, the parity check matrix of 
the Hamming code (12,8) has the following form:

If to take the combinations of a four-element binary 
prime code and exclude all zero combinations, then it is quite 
easy to obtain a parity check matrix by writing all code 
combinations sequentially in the column of the H12,4matrix. 
After permuting the columns with one “1” in each column, 
the matrix in formula (2) takes the form (3):

12,4

1 2 3 4 5 6 7 8 1 2 3 4

0 0 0 0 1 1 1 1 0 0 0 1

0 1 1 1 0 0 0 1 0 0 1 0

.1 0 1 1 0 1 1 0 0 1 0 0

1 1 0 1 1 0 1 0 1 0 0 0

H

k k k k k k k k r r r r

 
 
 
 =
 
 
    

(3)

From the matrix (3), it is possible to get a system of 
test equations, from which it is possible to find the values 
of the test discharges. When using the Hamming code 
(12,8), the specified eight information bits (k1, ..., k8), 
grouped at the beginning of the code word, are supple-
mented with four control symbols (r1, ..., r4). At the same 
time, the formulas for checking their parity can be defined 
as follows.

Equations for each control bit are constructed as follows. 
If it is necessary to find the equation for bit r1 (the least sig-
nificant bit), then the sum modulo the two least information 
bits (k1, ..., k8) which values in the least significant digits of 
the matrix (3) are equal to one. In this case, the value of bit 
r1 will have the form given in (4).

Similarly, equations can be found for other control bits.
The system of equations for bits (r1, ..., r4) will have the form:

4 5 6 7 8

3 2 3 4 8

2 1 3 4 6 7

1 1 2 4 5 7

;

;

;

.

r k k k k

r k k k k

r k k k k k

r k k k k k

= ⊕ ⊕ ⊕
 = ⊕ ⊕ ⊕
 = ⊕ ⊕ ⊕ ⊕
 = ⊕ ⊕ ⊕ ⊕

  (4)

For convenience, the system of equations (4) can be pre-
sented in the form of a Table 2.

The value of each check bit is zero if the number of ones 
in the checked bits is even. An odd sum of ones indicates 
an error in one of the checked bits. If the parity bits are set 
in this way, it is possible to determine in which bit an error 
occurred during transmission. The basic rule for choosing 
a formula for each parity bit is that when one information 
bit changes, at least two parity bits must change. The set 
of parity bits (r1, …, r4) for all eight parity checks can be 
thought of as a hexadecimal number R.

Table	2

Procedure	for	calculating	control	bits

Parity bits Information bits
r4 = 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ k5 ⊕ k6 ⊕ k7 ⊕ k8

r3 = 0 ⊕ k2 ⊕ k3 ⊕ k4 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ k8

r2 = k1 ⊕ 0 ⊕ k3 ⊕ k4 ⊕ 0 ⊕ k6 ⊕ k7 ⊕ 0
r1 = k1 ⊕ k2 ⊕ 0 ⊕ k4 ⊕ k5 ⊕ 0 ⊕ k7 ⊕ 0

Let r1=1, r2=0, r3=1, r4=1, then, according to the Table 2:

= + + + = + + + = =1 2 3 4 101 2 4 8 1*1 2*0 4*1 8*1 13 0DH.R r r r r

The appearance of an error in the code word leads to a 
violation of the parity check equations (4), which include an 
erroneous bit. If an error occurred in the fourth information 
bit, then the first, second and third equations of system (4) 
will not be fulfilled. In this case, the value of the bits will 
be equal to: (r1, …, r4)=1110b [corresponding to the fourth 
column of the matrix in equation (3)].

The set of elements found by summation modulo two 
accepted verification elements and verification elements 
calculated by summation modulo two accepted information 
elements is called a syndrome. The calculation is carried out 
according to the same rule that is used to determine them on 
the transmitting side.

The set of elements found as the sum modulo two of the 
parity check elements received at the receiving end and the 
parity check elements calculated from the received information 
bits is called a syndrome. Thus, the column of matrix H, which 
corresponds to the calculated syndrome, indicates the location 
of the error. The calculated value of the syndrome must neces-
sarily correspond to one of the columns of the matrix H, since 
all possible r-bit binary combinations are selected as columns. 
For the (12,8) Hamming code, see matrix (2), the results of a 
bitwise comparison of elements form a set of control combina-
tions (S1, ..., S4), that is, syndromes, as shown in Table 3.

To do this, the parity check elements received from the 
data channel are summed with the calculated parity check 
elements using bitwise summation modulo two. There are eight 
syndromes, and once the syndrome is obtained in the decoding 
process, error correction of the information bit can be easily 
achieved by inverting the corresponding bit. After the errors 
are corrected, the decoding process is considered complete.

12,4

1 2 3 4 5 6 7 8 9 10 11 12

0 0 0 0 0 0 0 1 1 1 1 1

0 0 0 1 1 1 1 0 0 0 0 1

.0 1 1 0 0 1 1 0 0 1 1 0

1 0 1 0 1 0 1 0 1 0 1 0

H

n n n n n n n n n n n n

 
 
 
 =
 
 
  

(2)

Table	3

Value	of	syndromes	for	code	H	(12,8)	(control	digits	are	located	after	information	digits)

S4 S3 S2 S1 Value of syndrome
Diagnosis according to the meaning of  

the syndrome
What needs to be done to correct the  

received information

1 2 3 4 5 6 7

0 0 0 0 00Н There are no errors No adjustment is required
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5. Research results of the method of detection and 
correction of data transmission errors based on the 

Hamming code

5. 1. The original coding scheme of the information 
block for detection and correction of several transmission 
errors in one byte based on Hamming codes

The construction of the coding scheme was carried out 
in three main stages.

At the first stage, the information block was generated, 
the location of the bits of which corresponded to the Table 4.

At the same time, four control bits were calculated for the 
bits of the same digits of the first eight bytes of the information 
block. That is, 12 bits of one digit of 12 bytes form the Hamming 
code (12,8). A total of 32 control bits are calculated for the first 
eight bytes, which form 8 control bytes. For the second eight 
bytes of the information block, also for bits of the same digits, 
four parity check bits were calculated as described above. Thus, 
for 16 bytes of the information block, 8 bytes containing control 
bits were calculated. That is, after the 16 information bytes, 
there are first four bytes that consist of the check bits of the first 
eight bytes, and then four more bytes that contain the check 
bits calculated from the second eight bytes.

For each 16 bytes of information, 64 control bits are cal-
culated. That is, sixteen information bytes are considered as 
an 8×16 information bit matrix, to which an 8×8 parity bit 
matrix is added. In this case, all control bits r for the first 
8 bytes (Table 4) were calculated as shown in Table 5.

Table	5

The	order	of	calculation	of	control	bits	of		
the	first	eight	bytes

Control 
bit

Information bits

ri,4= 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ ki,5 ⊕ ki,6 ⊕ ki,7 ⊕ ki,8

ri,3= 0 ⊕ ki,2 ⊕ ki,3 ⊕ ki,4 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ ki,8

ri,2= ki,1 ⊕ 0 ⊕ ki,3 ⊕ ki,4 ⊕ 0 ⊕ ki,6 ⊕ ki,7 ⊕ 0

ri,1= ki,1 ⊕ ki,2 ⊕ 0 ⊕ ki,4 ⊕ ki,5 ⊕ 0 ⊕ ki,7 ⊕ 0

Note: i=1…8.

For bytes with numbers (9, ..., 16), control bits were 
calculated as shown in the table. 6. It should be noted that 
Table 6 is essentially a modification of Table 5, where only 
the indices i have been changed.

1 2 3 4 5 6 7

0 0 0 1 01Н Error. Control bit r1 No adjustment is required

0 0 1 0 02Н Error. Control bit r2 No adjustment is required

0 0 1 1 03Н Error. Information bit k1 Inversion of information bit k1

0 1 0 0 04Н Error. Control bit r3 No adjustment is required

0 1 0 1 05Н Error. Information bit k2 Inversion of information bit k2

0 1 1 0 06Н Error. Information bit k3 Inversion of information bit k3

0 1 1 1 07Н Error. Information bit k4 Inversion of information bit k4

1 0 0 0 08Н Error. Control bit r4 No adjustment is required

1 0 0 1 09Н Error. Information bit k5 Inversion of information bit k5

1 0 1 0 0АН Error. Information bit k6 Inversion of information bit k6

1 0 1 1 0ВН Error. Information bit k7 Inversion of information bit k7

1 1 0 0 0СН Error. Information bit k8 Inversion of information bit k8

1 1 0 1 0DН Multiple error No adjustment is required

1 1 1 0 0EH Multiple error No adjustment is required

1 1 1 1 0FH Multiple error No adjustment is required

Continuation	of	Table	3

Table	4

Location	of	bits	in	the	information	block

Bytes of the transfer buffer

ni,1 ni,2 ni,3 ni,4 ni,5 ni,6 ni,7 ni,8 ni,9 ni,10 ni,11 ni,12 ni,13 ni,14 ni,15 ni,16 ni,17 ni,18 ni,19 ni,20 ni,21 ni,22 ni,23 ni,24

Information bits Control bits

ki,1 ki,2 ki,3 ki,4 ki,5 ki,6 ki,7 ki,8 ki,9 ki,10 ki,11 ki,12 ki,13 ki,14 ki,15 ki,16 ri,1 ri,2 ri,3 ri,4 ri,5 ri,6 ri,7 ri,8

k8,1 k8,2 k8,3 k8,4 k8,5 k8,6 k8,7 k8,8 k8,9 k8,10 k8,11 k8,12 k8,13 k8,14 k8,15 k8,16 r8,1 r8,2 r8,3 r8,4 r8,5 r8,6 r8,7 r8,8

k7,1 k7,2 k7,3 k7,4 k7,5 k7,6 k7,7 k7,8 k7,9 k7,10 k7,11 k7,12 k7,13 k7,14 k7,15 k7,16 r7,1 r7,2 r7,3 r7,4 r7,5 r7,6 r7,7 r7,8

k6,1 k6,2 k6,3 k6,4 k6,5 k6,6 k6,7 k6,8 k6,9 k6,10 k6,11 k6,12 k6,13 k6,14 k6,15 k6,16 r6,1 r6,2 r6,3 r6,4 r6,5 r6,6 r6,7 r6,8

k5,1 k5,2 k5,3 k5,4 k5,5 k5,6 k5,7 k5,8 k5,9 k5,10 k5,11 k5,12 k5,13 k5,14 k5,15 k5,16 r5,1 r5,2 r5,3 r5,4 r5,5 r5,6 r5,7 r5,8

k4,1 k4,2 k4,3 k4,4 k4,5 k4,6 k4,7 k4,8 k4,9 k4,10 k4,11 k4,12 k4,13 k4,14 k4,15 k4,16 r4,1 r4,2 r4,3 r4,4 r4,5 r4,6 r4,7 r4,8

k3,1 k3,2 k3,3 k3,4 k3,5 k3,6 k3,7 k3,8 k3,9 k3,10 k3,11 k3,12 k3,13 k3,14 k3,15 k3,16 r3,1 r3,2 r3,3 r3,4 r3,5 r3,6 r3,7 r3,8

k2,1 k2,2 k2,3 k2,4 k2,5 k2,6 k2,7 k2,8 k2,9 k2,10 k2,11 k2,12 k2,13 k2,14 k2,15 k2,16 r2,1 r2,2 r2,3 r2,4 r2,5 r2,6 r2,7 r2,8

k1,1 k1,2 k1,3 k1,4 k1,5 k1,6 k1,7 k1,8 k1,9 k1,10 k1,11 k1,12 k1,13 k1,14 k1,15 k1,16 r1,1 r1,2 r1,3 r1,4 r1,5 r1,6 r1,7 r1,8
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Table	6

The	order	of	calculation	of	control	bits	of	bytes	9...16

Control 
bit

Information bits

ri,8= 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ ki,13 ⊕ ki,14 ⊕ ki,15 ⊕ ki,16

ri,7= 0 ⊕ ki,10 ⊕ ki,11 ⊕ ki,12 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ ki,16

ri,6= ki,9 ⊕ 0 ⊕ ki,11 ⊕ ki,12 ⊕ 0 ⊕ ki,14 ⊕ ki,15 ⊕ 0

ri,5= ki,9 ⊕ ki,10 ⊕ 0 ⊕ ki,12 ⊕ ki,13 ⊕ 0 ⊕ ki,15 ⊕ 0

Note: i=1…8.

The next stage was the shuffling of data in the informa-
tion block by applying bitwise shift operations to the infor-
mation bits and parity bits according to the Table 7. In this 
process, all least significant bits (those in bit position 1) of 
all bytes in the transmit buffer remain unchanged (no shift 
is performed). All bits of all bytes in the information block 
of the second digit are shifted one bit to the right, and so on.

The arrangement of bits in the information block after 
performing these right shift operations is shown in Table 7.

The third and final stage of the formation of the informa-
tion block is also the shuffling of bits. This shuffling was per-
formed by bitwise shifting operations from low to high bits. 

The final proposed coding scheme has the form shown 
in Table 8. The information from the transmission buffer 
was then transmitted by individual bytes to the data trans-
mission channel.

On the receiving side, the received information (24 bytes) 
is stored in the reception buffer. When all 24 bytes of the 
information block are received, bitwise shift operations are 
performed on each byte of the receive buffer. In reverse or-
der, relative to the bitwise shift operations performed during 
the preparation of the transmit buffer.

5. 2. Encoding procedure and decoding procedure 
with detection and correction of multi-bit errors

First, an information block is formed from informa-
tion and control bits. Control circuits are calculated by 
performing linear operations. The known Hamming code 
is used to calculate the check bits, and the check bits are 
calculated for the information bits of the same byte bits of 
the information block. The Hamming code (12.8) was used 
in the research. The coding scheme according to which the 
information and control bits are placed in the transmission 
buffer is given above.

In this form, byte-by-byte transmission of the informa-
tion block is carried out. After receiving the entire informa-
tion block (in the case of the experiment, the size is 24 bytes), 
bitwise shift operations are performed in the reverse direc-
tion relative to the shift operations used during encoding.

As a result, the received information in the reception 
buffer will be in the same order as shown in the Table 4, but 
some bits may be distorted due to physical effects on the 
communication channel.

Next, control bits are calculated for all 16 received infor-
mation bytes. In the next step, bitwise exclusive OR opera-
tions are performed to compare the corresponding received 
check bits with the check bits that were calculated based on 
the received 16 information bytes.

The result of these operations are 16 syndromes, each of 
which allows diagnosing the presence of errors in the trans-
mission of the corresponding code words, and also provides 
the opportunity to correct errors, if they occurred during 
the transmission of information bits.

The algorithm for diagnosing and correcting errors of 
transmitted information bits was implemented using the 
Table 3, which shows all possible values of individual syn-
dromes in hexadecimal format.

Table	7

The	structure	of	placing	information	in	the	information	block	after	performing	right	shift	operations

Bytes of the transfer buffer

ni,1 ni,2 ni,3 ni,4 ni,5 ni,6 ni,7 ni,8 ni,9 ni,10 ni,11 ni,12 ni,13 ni,14 ni,15 ni,16 ni,17 ni,18 ni,19 ni,20 ni,21 ni,22 ni,23 ni,24

r8,2 r8,3 r8,4 r8,5 r8,6 r8,7 r8,8 k8,1 k8,2 k8,3 k8,4 k8,5 k8,6 k8,7 k8,8 k8,9 k8,10 k8,11 k8,12 k8,13 k8,14 k8,15 k8,16 r8,1

r7,3 r7,4 r7,5 r7,6 r7,7 r7,8 k7,1 k7,2 k7,3 k7,4 k7,5 k7,6 k7,7 k7,8 k7,9 k7,10 k7,11 k7,12 k7,13 k7,14 k7,15 k7,16 r7,1 r7,2

r6,4 r6,5 r6,6 r6,7 r6,8 k6,1 k6,2 k6,3 k6,4 k6,5 k6,6 k6,7 k6,8 k6,9 k6,10 k6,11 k6,12 k6,13 k6,14 k6,15 k6,16 r6,1 r6,2 r6,3

r5,5 r5,6 r5,7 r5,8 k5,1 k5,2 k5,3 k5,4 k5,5 k5,6 k5,7 k5,8 k5,9 k5,10 k5,11 k5,12 k5,13 k5,14 k5,15 k5,16 r5,1 r5,2 r5,3 r5,4

r4,6 r4,7 r4,8 k4,1 k4,2 k4,3 k4,4 k4,5 k4,6 k4,7 k4,8 k4,9 k4,10 k4,11 k4,12 k4,13 k4,14 k4,15 k4,16 r4,1 r4,2 r4,3 r4,4 r4,5

r3,7 r4,8 k3,1 k3,2 k3,3 k3,4 k3,5 k3,6 k3,7 k3,8 k3,9 k3,10 k3,11 k3,12 k3,13 k3,14 k3,15 k3,16 r3,1 r3,3 r3,3 r3,4 r3,5 r3,6

r2,8 k2,1 k2,2 k2,3 k2,4 k2,5 k2,6 k2,7 k2,8 k2,9 k2,10 k2,11 k2,12 k2,13 k2,14 k2,15 k2,16 r2,1 r2,2 r2,3 r2,4 r2,5 r2,6 r2,7

k1,1 k1,2 k1,3 k1,4 k1,5 k1,6 k1,7 k1,8 k1,9 k1,10 k1,11 k1,12 k1,13 k1,14 k1,15 k1,16 r1,1 r1,2 r1,3 r1,4 r1,5 r1,6 r1,7 r1,8

Table	8

Information	encoding	scheme	in	the	transmission	buffer

Bytes of the transfer buffer

ni,1 ni,2 ni,3 ni,4 ni,5 ni,6 ni,7 ni,8 ni,9 ni,10 ni,11 ni,12 ni,13 ni,14 ni,15 ni,16 ni,17 ni,18 ni,19 ni,20 ni,21 ni,22 ni,23 ni,24

r8,2 r7,4 r6,6 r5,8 k4,2 k3,4 k2,6 k1,8 k8,2 k7,4 k5,6 k5,8 k4,10 k3,12 k2,14 k1,16 k8,10 k7,12 k6,14 k5,16 r4,2 r3,4 r2,6 r1,8

r7,3 r6,5 r5,7 k4,1 k3,3 k2,5 k1,7 k8,1 k7,3 k5,5 k5,7 k4,9 k3,11 k2,13 k1,15 k8,9 k7,11 k6,13 k5,15 r4,1 r3,3 r2,5 r1,7 r8,1

r6,4 r5,6 r4,8 k3,2 k2,4 k1,6 r8,8 k7,2 k5,4 k5,6 k4,8 k3,10 k2,12 k1,14 k8,8 k7,10 k6,12 k5,14 k4,16 r3,3 r2,4 r1,6 k8,16 r7,2

r5,5 r4,7 k3,1 k2,3 k1,5 r8,7 k7,1 k6,3 k5,5 k4,7 k3,9 k2,11 k1,13 k8,7 k7,9 k6,11 k5,13 k4,15 r3,1 r2,3 r1,5 k8,15 r7,1 r6,3

r4,6 r4,8 k2,2 k1,4 r8,6 r7,8 k6,2 k5,4 k4,6 k3,8 k2,10 k1,12 k8,6 k7,8 k6,10 k5,12 k4,14 k3,16 r2,2 r1,4 k8,14 k7,16 r6,2 r5,4

r3,7 k2,1 k1,3 r8,5 r7,7 k6,1 k5,3 k4,5 k3,7 k2,9 k1,11 k8,5 k7,7 k6,9 k5,11 k4,13 k3,15 r2,1 r1,3 k8,13 k7,15 r6,1 r5,3 r4,5

r2,8 k1,2 r8,4 r7,6 r6,8 k5,2 k4,4 k3,6 k2,8 k1,10 k8,4 k7,6 k5,8 k5,10 k4,12 k3,14 k2,16 r1,2 k8,12 k7,14 k6,16 r5,2 r4,4 r3,6

k1,1 r8,3 r7,5 r6,7 k5,1 k3,3 k3,5 k2,7 k1,9 k8,3 k7,5 k5,7 k5,9 k4,11 k3,13 k2,15 r1,1 k8,11 k7,13 k6,15 k5,1 r4,3 r3,5 r2,7



29

Information and controlling system

In the general case, when the checksum received from the 
communication channel differed from the checksum calculated 
on the receiving side, one of the options was performed:

– if only one of the checksum bits does not match, then 
only the checksum bits are corrupted, not the information. 
Adjustments are not performed;

– if several checksum bits do not match, further validation 
is required. If one of the information bits does not match, then 
the corrupted information bit can be determined using the 
checksum bits. This error is corrected by inverting the corrupt-
ed information bit;

– all other scenarios indicate that multiple errors have oco-
curred. At the same time, although it is impossible to correct 
the information, the user is informed of multiple errors.

The proposed method of transmitting information through 
communication channels in blocks of 24 bytes long allows for 
diagnostic detection and correction of transmission errors on 
the receiving side. Even in cases of multiple (multiple) errors 
within one byte belonging to a certain information block.

5. 3. Developed coding and decoding algorithms, as 
well as a program for implementing the method of detect-
ing and correcting multi-bit errors

In order to test the main hypothesis, the proposed 
method of detecting and correcting multi-bit errors was 
implemented as a Python program. But it should be noted 
that the coding and decoding algorithms that implement 
the original method of detecting and correcting multiple 
errors can be implemented using different programming 
languages: C, C++, Java, and others.

The block – scheme of the coding algorithm is shown 
in Fig. 2.

The algorithm is quite concise, but needs some explana-
tion. The HammingCodec class with methods for encoding 
and decoding data using the Hamming code (12.8) was used 
to perform the operations of calculating the control bits of 
one byte and the operations of correcting transmission errors.

In the Python language, such a concept as “methods” is 
widely used. A method is essentially a function that is “at-
tached” to a certain object and that performs 
certain actions on this object. The tech-
niques described below were also used in the 
specific implementation of the encoding and 
decoding algorithms.

The calculate_control_bits method is 
used to calculate control bits for a given 
array of data according to the Table 2. The 
method receives an array of data as an input, 
and returns an array of control bits.

The horizontal_shift method is used to 
perform a cyclic bit shift of row n by n–1 bits 
to the right or left according to the Table 7.

The vertical_shift method is used to per-
form a cyclic bit shift operations of column j 
by i bits up or down according to the Table 8.

The encode method takes an object of 
type bytes as input and encodes it using the 
Hamming code, as shown in Algorithm 1. 
It converts the bytes object to a uint8 array 
using the frombuffer method of the NumPy 
module. The control bits for the data array 
are then calculated using the calculate_
control_bits method. The data is combined 
with the control bits to form the transmis-

sion buffer TBUF, which is shifted according to the Table 7 
using horizontal_shift method, then shifted according to the 
Table 8 using vertical_shift method and then converted back 
to a bytes object using the tobytes method.

In Algorithms 1 and 2: n is the number of control bytes, 
j is the number of bytes in the message, and i is the number 
of offsets.

Algorithm 2, which implements the decoding procedure 
and error detection and correction, is shown in Fig. 3.

Fig.	2.	Block	diagram	for	algorithm	1.	Coding	procedure
 
Algorithm 2. Decoding method 
Input data: RBUF is a 24-byte object 
Output data: input data, D 

RBUF data  
2j   # column number 
1i   # shift count 

 while 24j   do 
  Call vertical_shift method for shift column ( j ) by ( i ) bits with side = Down 
  1 i i  
  If ( 8) || ( 16)j j   then 0i  
  1 j j  
 end while 
 2n  # row number ; 1n   – shift count 
 while 8n   do 
  Call horizontal_shift method for shift column ( n ) by ( 1n  ) bits with side = Left 
  1n n   
 end while  
 CBUF RBUF  #CBUF is a control buffer 
 Calculate control bytes 17 24c cB B  using 1 16c cB B  of CBUF 
 If    1 817 24c cB B r r    then correct 1 16k k  of RBUF using 16 syndromes 
 Log errors and corrections to the service file 
 D RBUF  
return D 

 
 

  Fig.	3.	Algorithm	2.	Decoding	procedure	with	detection	and	correction	of		
multi-bit	transmission	errors
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The decode method takes a bytes object as input and 
decodes it using a Hamming code, as shown in Algorithm 2. 
The bytes object is first converted to a uint8 array using the 
frombuffer method of the NumPy module, and based on the 
size of the RBUF receive buffer and the size of the output 
data, the size of the reception buffer is calculated. Then the 
data is decoded in the reverse sequence of the steps per-
formed by the encode method.

5. 4. Evaluation of the interference resistance of the 
proposed method was performed when testing the soft-
ware model in automated mode

The evaluation of the immunity of the proposed method of 
correcting multi-bit errors that occur during the transmission 
of information over the data transmission channel was carried 
out by means of automated testing. A software model of the 
data transmission channel was developed for the assessment. 
The structural diagram of the model is shown in Fig. 4.

The specified model was used in an automated mode 
to evaluate the performance of the proposed decoding 
method and to detect and correct information transmis-
sion errors.

The program model of the data transmission channel, which 
was used in testing, was written in the Python language.

Brief description of the structural scheme. The infor-
mation byte generator program generates 16 information 
bytes that enter the inputs of the encoding program and the 
comparator program. The coding program performs coding 
according to the developed coding scheme (Table 8). The 
result of the encoding program is a 24-byte information 
block. The transmission error generator program also forms 
a 24-byte information block, but each bit of the information 
block can be either zero or one.

Next, the information blocks received from the encoding 
program and from the transmission error generator program 
are summarized using exclusive OR operations. In this way, 
external influence on the data transmission channel is sim-
ulated. The information block, 24 bytes long, obtained as a 
result of bitwise summation, enters the input of the decoding 
program. The result of the decoding program, which imple-
ments algorithm 2, is 16 recovered information bytes. This 
information enters the input of the comparator program. 
The comparator program compares the information received 
from the information byte generator program and the re-
stored information from the decoding program. The result 
of the comparison is recorded and displayed.

Testing was carried out in an automated mode (the term 
“automated”, in contrast to the term “automatic”, emphasizes 

the preservation by the human operator of control functions 
of the most general, purposeful nature), according to the de-
veloped methodology. The automated mode made it possible 
to free the operator from numerous monotonous operations, 
leaving the operator with the opportunity to make decisions 
in the research process.

During the experiment, errors in the transmission of 
individual information bits of code words were artificially 
created by using linear EXCLUSIVE OR operations. The 
information block after decoding with error detection and 
correction is compared with the original information block, 
and transmission errors are captured and stored. A total 
of 6120 blocks were transferred during the experiment.

The results of the experiment are shown in Table 9.
Depending on the frequency of errors, the following 

absolute indicators were obtained. During testing, it has 
been assumed that the transmission is carried out by in-
dividual bytes, which, in turn, may contain several errors 

with a multiplicity of one to 
eight. Therefore, the following 
testing principle was imple-
mented:

1. For each of the 24 bytes 
prepared for transmission by 
the communication channel, 
artificial errors with a mul-
tiplicity of one to eight were 
consistently simulated during 
testing.

2. At the same time, each 
block contained one byte with 
erroneous bits, and the mul-
tiplicity of errors in one byte 
varied from 1 to 8.

3. The proposed method and algorithm were used to corc-
rect errors and restore the original information.

4. After performing error correction, the obtained data 
were compared with the original ones, and the main indica-
tors characterizing the ability and quality of error correction 
were also calculated.

5. Depending on the multiplicity of the error, the followl-
ing absolute indicators were obtained (Table 9):

– error multiplicity in one block byte;
– the number of transferred blocks.
– the number of transmitted bits;
– the number of distorted bits;
– the number of errors in information bits;
– the number of corrected information bits;
– the number of uncorrectable parity bit errors.
After analyzing the obtained results, it can be stated:
1. If an error occurs in one byte of the block, regardless 

of its multiplicity (from 1 to 8), all information bits can be 
restored.

2. When the multiplicity of errors in one byte of an in -
formation block is equal to 8, there is a minimum number of 
blocks with erroneous bytes, which reaches 24. At the same 
time, all blocks will contain 128 informational corrupted 
bits that can be corrected.

3. When the multiplicity of errors in one byte of an inforf-
mation block is 4, there can be a maximum number of blocks 
with erroneous bytes, which reaches 322560. At the same 
time, all blocks will contain 4480 information corrupted bits 
that can be corrected.

Fig.	4.	Structural	diagram	of	the	software	model	of	the	data	transmission	channel
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6. Discussion of the research results of the proposed 
method of tamper-resistant data coding in IoT systems

The main result of the work is the development of an 
innovative method of detecting and correcting multiple 
errors in the transmission or storage of information based 
on the well-known Hamming codes [18]. Also, as a result of 
the work, the following information block coding scheme, 
coding and decoding algorithms implementing the proposed 
method were developed and researched. A software model of 
the data transmission channel was developed and investigat-
ed to evaluate the reliability of the method of detecting and 
correcting multiple errors.

The method can be used in the case when information is 
transmitted by information blocks of fixed length (24 bits), 
and the transmission is carried out by code words with a 
length of one byte.

The development of software for testing the method al-
lowed for a significant number of experiments. The obtained 
test results were obtained thanks to the use of research 
automation.

Python software was developed to test the proposed 
multiple error detection and correction method based on 
Hamming codes (12,8). This software made it possible to 
simulate the following processes: information encoding, 
information transmission and information decoding, gener-
ation of transmission errors and fixation of decoding results 
with the calculation of information recovery errors. Based 
on the research results of the program model of the data 
transmission channel, the following has been proven:

1. The proposed method for detecting and correcting 
multi-bit errors is based on Hamming codes (12,8) and per-
forms the transmission of an information block consisting of 
24 bytes in the form of a sequence of individual code words 
with a length of one byte.

2. The method has relatively high basic error correcr-
tion rates.

3. When increasing the length of the information block 
by 1.5 times (8 control bytes are added to every 16 informa-
tion bytes that contain the block before transmission) and 
when using the developed encoding-decoding algorithms, it 
is possible to achieve the following results:

– when transmitting an information block with code 
words of one-byte length, it is possible to detect transmission 
(storage) errors of a separate code word in multiples from  
1 to 8. All detected transmission errors of a single code word 

with a multiplicity of 1 to 8 can be recovered by inverting 
the damaged bits;

– constant errors of one digit of one block are detected 
and corrected. For example, a permanent error in a specific 
bit of all 24 bytes.

Application of the proposed method makes it possible 
to increase the interference resistance of the data transmis-
sion channel.

Particular attention should also be paid to the formation 
on the receiving side of the information block, as the proposed 
method is sensitive to changes in the length of the block.

The obtained results are explained by the use of a new 
information coding scheme, which is based on the use of 
Hamming codes.

The use of the proposed method makes it possible to 
significantly increase the immunity of data transmission 
channels of distributed IoT systems. For example, systems 
such as facility condition monitoring systems. To some ex-
tent, this is proven in work [14], where a systematic review 
of existing codes with the possibility of error correction for 
various applications is given. Also, in [15], it was noted that 
Hamming codes are widely used in wireless sensor networks 
to reduce data transmission errors and increase communica-
tion reliability.

The ability to detect and correct multiple errors of a 
single code word with a multiplicity from 1 to 8 favorably 
distinguishes the proposed method from known ones, which 
usually allow correcting single and detecting double errors 
of code word transmission (storage). It is interesting to 
compare the proposed method with known coding schemes 
and error detection and correction methods, the analysis 
of which is given in [16]. In this work, a large family of err-
ror-correcting block codes is considered. The possibility of 
using different types of block codes for different applications 
is considered. Also, [16] proposed a coding scheme for cor -
recting single and double contiguous errors, which allows 
detecting 2-bit errors and correcting 1-bit errors.

A positive point is the ease of implementation of the pro-
posed coding and decoding algorithms that implement the 
proposed method of detecting and correcting multiple trans-
mission errors. The possibility of using different program-
ming languages for the programmatic implementation of the 
method is also a positive point that expands the scope of use.

The use of Hamming codes is relevant today because 
there are applications in a wide range of areas where the 
reliability of data transmission is critical. The rapid develop-

Table	9

Results	of	testing	the	proposed	method	of	detection	and	correction	of	multi-bit	errors	in	the	transmission		
of	information	blocks

Error multiplicity 
in one block byte

The number of 
transferred blocks

The number of 
transmitted bits

The number of 
distorted bits

The number of errors 
in information bits

The number of  
corrected  

information bits

The number of  
uncorrectable parity bit 
errors (do not correct)

1 192 36864 192 128 128 64

2 672 129024 1344 896 896 448

3 1344 258048 4032 2688 2688 1344

4 1680 322560 6720 4480 4480 2240

5 1344 258048 6720 4480 4480 2240

6 672 129024 4032 2688 2688 1344

7 192 36864 1344 896 896 448

8 24 4608 192 128 128 64
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ment of industrial IoT networks, which ensure the transfer of 
primary information from sensors to a processing and deci-
sion-making device, are usually built without the use of error 
detection and correction methods. The proposed method can 
be easily implemented in practice due to the simplicity of 
the encoding and decoding algorithms and the possibility of 
using a large number of programming languages.

The proposed method of detecting and correcting multi-
ple errors is interesting in that, thanks to the original use of 
known Hamming codes, it was possible to provide increased 
immunity compared to the classical variant of using Ham-
ming codes. First of all, this was achieved thanks to the 
development of the coding scheme of the information block. 
The peculiarity of the coding scheme is that the control bits 
are calculated and added not to each code word that is trans-
mitted over the data transmission channel, but according to 
the scheme of the developed coding scheme of the informa-
tion block. Also, the proposed coding scheme provides for 
shuffling with the help of shifting operations of information 
and control bits before transmission to the communication 
channel, which prevents the occurrence of multiple errors 
with frequent distortion of a specific bit of code words. As 
for operations on the receiving side, after receiving the entire 
information block, in accordance with the proposed method, 
it is necessary to perform decoding. The decoding algorithm 
is based on performing shift operations, but in the reverse 
order of the shift operations that were performed during 
encoding.

The resulting block will have the structure shown in 
the Table 4. In the presence of interference, some bits will be 
damaged. Detecting and fixing corrupted bits is already a 
trivial task. The essence of the method is that due to the spe-
cial mixing of the bits of the information block, which consists 
of information and control bits, a block is formed for trans-
mission to the channel. Moreover, the transmission of such a 
prepared block with code words of one-byte length leads to 
the fact that the transmission errors that occur in a separate 
code word belong to different code combinations. Therefore, 
even in the case of multiple errors in a single codeword, they 
can be detected and corrected by inverting the corrupted bits.

Further development of the proposed method is possible. 
For example, it is really possible to reduce the loss of coding 
by using Hamming codes of a higher bit rate, but this re-
quires a change in the information coding scheme.

The difference of the proposed method is that when the 
information block is transmitted sequentially byte by byte, 
it is possible to detect and correct transmission (storage) er-
rors of a single byte in multiples of 1 to 8. The positive results 
of the development and testing of the method of detecting 
and correcting multi-bit errors (Table 9) can be explained by 
the use of the original coding scheme.

Redundancy can be considered the main drawback of the 
proposed method. However, this drawback, as stated in [11], is 
not critical from the point of view of using interference-resis-
tant coding. This is because in many applications fast encoding 
and decoding is more important than redundancy. The use 
of the method is limited to those cases when the information 
block does not change in length during transmission, but only 
bit transmission errors occur. The use of the method may have 
limited use in the case of the need to organize high-speed data 
transfer. The fact that the process of detecting the beginning 
of the information block on the receiving side is not considered 
is also a limitation of the study. But this problem can be solved 
due to the exchange protocol.

A significant drawback of the method can be consid-
ered the unreliability of the transmission results in case of 
complete loss of individual bytes during the transmission 
of the information block over the information transmission 
channel. Excessive coding is also a significant drawback of 
the developed method.

In the future, it is possible to reduce coding redundancy 
if a coding optimization procedure is developed by using 
Hamming codes of different lengths.

7. Conclusions

1. The developed coding scheme has been confirmed the 
correctness of the decisions made and made it possible to 
create a workable software model of the data transmission 
channel based on the use of the proposed error detection and 
correction methods. The proposed coding scheme is based 
on the permutation of bits in the information block before 
transmitting the block over the communication channel. In 
the case when data is transmitted by separate code words, 
it allows diagnosing and correcting multiple errors when 
transmitting individual bytes belonging to one information 
block. Only one of the possible ways of permuting the bits in 
the information block before its transmission over the com-
munication channel has been considered. But the methods of 
permuting bits within the information block can be different. 
It is considered interesting to implement the permutation 
of bits in the information block based on the use of a cer-
tain key. That is, the order of bitwise operations used when 
permuting the bits of a data block before transmission over 
a communication channel, as well as after receiving a data 
block at the receiving end, may depend on the key. In this 
case, the proposed method of detecting and correcting multi-
bit errors in information transmission will be supplemented 
with the encryption function using a key.

2. Encoding procedure and decoding procedure with 
detection and correction of multi-bit errors developed on the 
basis of the coding scheme made it possible to significant-
ly increase the interference resistance of the information 
transmission channel, which was confirmed by testing the 
software model implemented in the Python language. The 
developed procedures for detecting and correcting mul-
tiple errors can be used for a variety of data transmission 
channels. These procedures make particular sense to use in 
distributed IoT systems due to their large linear dimensions 
and high level of electromagnetic field interference.

3. Coding and decoding algorithms have been developed, 
which made it possible to implement the proposed method of 
detecting and correcting several errors in one byte based on 
Hamming codes when transmitting information over a commu-
nication channel. The features of the developed algorithms are 
that they allow, when transmitting an information block with 
code words of one-byte length, to detect transmission (storage) 
errors of a separate code word with a multiplicity from 1 to 8. 
That is, a single corrupted byte will be corrected after perform-
ing the decoding algorithm even if it consists of eight corrupted 
bits. The developed algorithms can be used to transmit infor-
mation through serial communication channels. They can also 
be applied in systems for monitoring the state of potentially 
dangerous objects, IoT systems, sensor networks as well.

4. The evaluation of the proposed method of detecting 
and correcting multiple errors has been carried out using 
the developed software model of the information block 
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transmission channel. The program model of the data 
transmission channel, developed in the Python language, 
made it possible to evaluate the interference resistance of 
the communication channel under conditions of interfer-
ence when using the developed method of error detection 
and correction. The software model of the communication 
channel was tested in an automated mode. According to the 
evaluation results, it can be stated that even with an eight-
fold transmission error within one byte of the information 
block, fatal errors do not occur. This is evidenced by the 
absence of errors when transferring 24 bytes. At the same 
time, 128 information bits out of 192 transmitted were 
corrected.
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