1. Introduction

Optimization is a complex process of identifying a set of solutions for a variety of functions.

Many calculation problems today relate specifically to optimization problems [1–3]. While solving optimization problems, the solution variables are determined in such a way that the organizational and technical system works...
at its best point (mode) according to the optimization criterion determined.

The problems of optimization of organizational and technical systems are discontinuous, undifferentiated and also multimodal. Thus, it is impractical to use classic gradient deterministic algorithms [4–6] to solve optimization problems of organizational and technical systems.

To overcome the shortcomings of classical optimization algorithms for solving optimization problems of organizational and technical systems, a significant number of stochastic optimization algorithms, known as metaheuristic algorithms, have been created [7–11].

One of the types of algorithms for stochastic optimization of organizational and technical systems are swarm intelligence algorithms (swarm algorithms). Swarm intelligence algorithms are based on swarm movement and simulate interactions between the swarm and its environment to improve knowledge of the environment, such as new food sources. The most well-known swarm algorithms are the particle swarm optimization algorithm, artificial bee colony algorithm, ant colony optimization algorithm, wolf optimization algorithm and sparrow search algorithm [12–18].

Unfortunately, most of the basic metaheuristic algorithms mentioned above are unable to balance exploration and exploitation, resulting in poor performance for real-world complex optimization problems.

This encourages the implementation of various strategies to improve the convergence rate and accuracy of the basic metaheuristic algorithms. One of the options for increasing the efficiency of decision-making using metaheuristic algorithms is to combine them, that is, add the basic procedures of one algorithm to another.

Given the above, an urgent scientific task is to develop a method of increasing the efficiency of decision-making in organizational and technical systems using artificial intelligence, which would increase the efficiency of decisions made.

2. Literature review and problem statement

The work [9] presents a cognitive modeling algorithm. The main advantages of cognitive tools are determined. The shortcomings of this approach include the lack of consideration of the type of uncertainty about the state of the analysis object.

The work [10] disclosed the essence of cognitive modeling and scenario planning. A system of complementary principles of building and implementing scenarios is proposed, different approaches to building scenarios are highlighted, the procedure for modeling scenarios based on fuzzy cognitive maps is described. The approach proposed by the authors does not take into account the type of uncertainty about the state of the analysis object and the noise of the initial data.

The work [11] carried out an analysis of the main approaches to cognitive modeling. Cognitive analysis allows you to process data from various sources, detect sparse features and specify rules. The disadvantages of this method include the impossibility of taking into account different decision evaluation strategies, the lack of consideration of the type of uncertainty of the input data.

The work [12] presents a mechanism of transformation of information models of construction objects to their equivalent structural models. This mechanism is designed to automate the necessary conversion, modification and addition operations during such information exchange. The disadvantages of the mentioned approach include the impossibility of assessing the adequacy and reliability of the information transformation process and making an appropriate correction of the obtained models.

The work [13] developed an analytical web platform to study the geographical and temporal distribution of incidents. The web platform contains several information panels with statistically significant results by territory. The disadvantages of the specified analytical platform include the impossibility of assessing the adequacy and reliability of the information transformation process and high computational complexity. Also, one of the shortcomings of the mentioned research is that the search for a solution is not unidirectional.

The work [14] developed a method of fuzzy hierarchical assessment of library service quality. The specified method allows you to evaluate the quality of libraries based on a set of input parameters. The disadvantages of the specified method include the impossibility of assessing the adequacy and reliability of the assessment and, accordingly, determining the assessment error.

The work [15] carried out an analysis of 30 algorithms for processing large data sets. Their advantages and disadvantages are shown. It was found that the analysis of large data sets should be carried out in layers, take place in real time and have the opportunity for self-learning. The disadvantages of these methods include their high computational complexity and the impossibility of checking the adequacy of the obtained estimates.

The work [16] presents an approach for evaluating input data for decision support systems. The essence of the proposed approach consists in clustering the basic set of input data, analyzing them, after which the system is trained based on the analysis. The disadvantages of this approach are the gradual accumulation of assessment and training errors due to the impossibility of assessing the adequacy of decisions made.

The work [17] presents an approach to processing data from various sources of information. This approach allows you to process data from various sources. The disadvantages of this approach include the low accuracy of the obtained estimates and the impossibility of verifying the reliability of the obtained estimates.

The work [18] carried out a comparative analysis of existing decision support technologies, namely the analytic hierarchy process, neural networks, fuzzy set theory, genetic algorithms and neuro-fuzzy modeling. The advantages and disadvantages of these approaches are indicated. The scope of their application is defined. It is shown that the analytic hierarchy process works well provided complete initial information, but due to the need for experts to compare alternatives and choose evaluation criteria, it has a high share of subjectivity. For forecasting problems under risk and uncertainty, the use of fuzzy set theory and neural networks is justified.

The work [19] developed a method of structural and objective analysis of the development of weakly structured
systems. An approach to the study of conflict situations caused by contradictions in the interests of subjects that affect the development of the studied system and methods of solving poorly structured problems based on the formation of scenarios for the development of the situation. At the same time, the problem is defined as the non-compliance of the existing system state with the required one, which is set by the management subject. At the same time, the disadvantages of the proposed method include the problem of the local optimum and the inability to conduct a parallel search.

The work [21] presents a cognitive approach to simulation modeling of complex systems. The advantages of the specified approach, which allows you to describe the hierarchical components of the system, are shown. The shortcomings of the proposed approach include the lack of consideration of the computing resources of the system.

The work [22] indicated that the most popular evolutionary bio-inspired algorithms are the so-called «swarm» procedures (Particle Swarm Optimization – PSO). Among them, cat swarm optimization algorithms (CSO), which are very promising both in terms of speed and ease of implementation. These algorithms have proven their effectiveness in solving a number of rather complex problems and have already undergone a number of modifications. Among the modifications, procedures based on harmonic search, fractional derivatives, adaptation of search parameters and, finally, «crazy cats» can be noted. At the same time, these procedures are not without some drawbacks, which worsen the properties of the global extremum search process.

However, GAA still suffers from premature convergence and is easily trapped in the local optimal solution, especially while solving very complex problems.

An analysis of the works [9–22] showed that the common shortcomings of the above studies are:
- the lack of possibility of forming a hierarchical system of indicators;
- the lack of consideration of computing resources of the system;
- the lack of mechanisms for adjusting the system of indicators during the assessment;
- the lack of consideration of the type of uncertainty and noise of data on the state of the analysis object, which creates corresponding errors while assessing its real state;
- the lack of deep learning mechanisms for knowledge bases;
- high computational complexity;
- the lack of consideration of computing (hardware) resources available in the system;
- the lack of search priority in a certain direction.

### 3. The aim and objectives of the study

The aim of the study is to develop a method of increasing the efficiency of decision-making in organizational and technical systems using artificial intelligence. This will increase the efficiency of assessing the state of organizational and technical systems with a given reliability and developing subsequent management decisions. This will make it possible to develop software for intelligent decision support systems.

To achieve the aim, the following objectives were set:
- to determine the algorithm for implementing the method;
- to give an example of using the method when analyzing the operational situation of a group of troops (forces).

### 4. Materials and methods

The problem solved in the study is to increase the efficiency of decision-making in the problems of managing organizational and technical systems while ensuring the given reliability regardless of its hierarchy. The object of the study is organizational and technical systems. The subject of the study is the decision-making process in management problems using an advanced giant armadillo swarm algorithm, advanced genetic algorithm and evolving artificial neural networks. The giant armadillo swarm algorithm is used for a gradient search for a solution in different directions, which increases the efficiency of decisions made. An advanced genetic algorithm is used to select the best individuals in the swarm, which increases the reliability and efficiency of decisions made. Artificial neural networks are used to train individuals of the giant armadillo swarm to reduce the solution search time.

The hypothesis of the study is the possibility of increasing the efficiency of decision-making with a given reliability of assessment.

The proposed method was simulated in the MathCad 14 software environment (USA). The problem solved during the simulation was to assess the elements of the operational situation of a group of troops (forces). The hardware of the research process is AMD Ryzen 5.

The operational group of troops (forces) was considered as an object of assessment and management. The operational group of troops (forces) formed on the basis of an operational command with a standard composition of forces and means according to the wartime state and with a range of responsibilities under current regulations.

The research is based on the giant armadillo swarm algorithm for finding a solution regarding the state of the organizational and technical system. Evolving artificial neural networks are used to train GAA, and an advanced genetic algorithm is used to select the best GAA.

### 5. Development of a method of increasing the efficiency of decision-making in organizational and technical systems

#### 5. 1. Algorithm of the method of increasing the efficiency of decision-making in organizational and technical systems

The proposed approach is based on a population metaheuristic algorithm, which assumes that giant armadillos form a swarm. The proposed approach can provide appropriate solutions to optimization problems in an iterative process based on the ability to search for its members (armadillo agents) in the problem-solving space.

Each member of the giant armadillo swarm, based on its position in the problem-solving space, determines the values for the problem-solving variables. Thus, each giant armadillo, as a member of the population, is a candidate for solving the problem, which is modeled mathematically using a vector.

The method of increasing the efficiency of decision-making in organizational and technical systems consists of the following sequence of actions:

- **Step 1. Input of initial data.** At this stage, available initial data on the organizational and technical system to be analyzed are entered.
- **Step 2. Setting GAA on the search plane.**

Giant armadillos together form a population of the algorithm, which can be modeled mathematically using a matrix according to the equation. The GAA setting is carried out
taking into account the uncertainty about the organizational and technical system to be analyzed, and the basic model of its state is initialized \([2, 19, 21]\) (1):

\[
X = X_l = \begin{bmatrix}
X_{1l} \\
\vdots \\
X_{N \times m}
\end{bmatrix}
\]

\[
= \begin{bmatrix}
x_{1l} \times t_{1d} & \cdots & x_{1d} \times t_{1d} & \cdots & x_{1m} \times t_{1d} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
x_{Nl} \times t_{1d} & \cdots & x_{Nd} \times t_{1d} & \cdots & x_{Nm} \times t_{1d}
\end{bmatrix}
\]

The main position of giant armadillos in the problem-solving space is initialized at the beginning of the algorithm execution using equation (2):

\[
x_{id} = lb_d + r (ub_d - lb_d),
\]

where \(X\) is the population matrix of the GAA, \(X_i\) is the \(i\)-th member of the GAA (solution candidate), \(x_{id}\) is the \(d\)-th dimension in the search space (solution variable), \(N\) is the number of giant armadillos, \(m\) is the number of solution variables, \(r\) is a random number in the interval \([0,1]\), \(lb_d\) and \(ub_d\) are the lower and upper bounds of the \(d\)-th solution variables, respectively.

Since the position of each giant armadillo in the problem-solving space represents a solution to the problem, the value of the objective function can be estimated according to equation (3):

\[
F = F(X) = \begin{bmatrix}
F_1 \\
\vdots \\
F_N
\end{bmatrix}_{N \times 1}
\]

\[
= \begin{bmatrix}
F(X_1) \\
\vdots \\
F(X_N)
\end{bmatrix}_{N \times 1}
\]

where \(F\) is the vector of the estimated objective function, \(F_i\) is the estimated objective function based on the \(i\)-th member of GAA.

The estimated values of the objective function provide valuable information about the quality of solution options proposed by the population members. The best value obtained for the objective function corresponds to the best member (i.e., the best possible solution) and the worst value obtained for the objective function corresponds to the worst member of GAA (the worst possible solution). As the position of giant armadillos in the solution space is updated at each iteration, the best member must also be updated based on a comparison of the updated values for the objective function. At the end of the algorithm implementation, the position of the best GAA member obtained during iterations of the algorithm is presented as a solution to the problem.

Step 3. Numbering GAA in the swarm, \(i, i \in [0, 5]\). At this stage, each GAA is assigned a serial number.

Step 4. Determining the initial velocity of GAA.

The initial velocity \(v_0\) of each GAA is determined by the following expression:

\[
v_i = \{v_{1i}, v_{2i}, \ldots, v_{5i}\}, v_i = v_0.
\]

When planning the proposed GAA approach, the position of the population members in the problem-solving space is updated based on modeling the hunting strategy of giant armadillos in the wild. In this process, the giant armadillo first attacks termite mounds and then burrows into them to hunt and eat termites. According to this, in each GAA iteration, the position of the population members is updated in two stages:

- exploration based on modeling the movement of giant armadillos towards termite mounds;
- exploitation based on simulating the behavior of giant armadillos that burrow into termite mounds to feed on termites.

Step 5. Preliminary assessment of the GAA search area. The diet of GAA is diverse, they feed on termites, carrion, insects and plants. Therefore, it is advisable to sort the quality of food.

Step 6. Classification of food sources for GAA.

Locations with the best food source (minimum fitness) are considered termites \((FS_{th})\); locations from the next three food sources have dead animal carcasses \((FS_{su})\) and the rest are considered natural plant food \((FS_{na})\):

\[
FS_{th} = FS(\text{sorte_index}(1)), \quad (5)
\]

\[
FS_{su}(1:3) = FS(\text{sorte_index}(2:4)), \quad (6)
\]

\[
FS_{na}(1:NP-4) = FS(\text{sorte_index}(5:NP)). \quad (7)
\]

Step 7. Sorting the best GAA individuals. The selection of the best individuals is carried out using an advanced genetic algorithm proposed in [23]. While searching for food, the strongest GAA with the largest sizes directs another GAA in the group to search for food. This search behavior of the GAA leads to different scanning areas of the search space, which improves the exploration ability of the GAA in global search.

Step 8. Attack on termite mounds by GAA.

At this stage of the GAA, the position of population members in the problem-solving space is updated based on simulating the attack of a giant armadillo on termite mounds during hunting. Modeling this attack process leads to significant changes in the position of the giant armadillo and, as a result, increases the exploration power of the algorithm in the global search for solutions \([24–26]\).
In the GAA, for each population member that represents a giant armadillo, the location of other population members that have a better objective function value is considered a termite mound. The set of potential termite mounds for each population member is determined using equation (8):

$$TM_i = \{X_j : F_i < F_j \text{ and } k \neq i\},$$

where \(i = 1,2, ..., N\) and \(k \in \{1,2, ..., N\}\). \(TM_i\) is the set of potential locations of termite mounds for the \(r\)-th giant armadillo, \(X_i\) is the population member with a better objective function value than the \(i\)-th giant armadillo, \(F_i\) is the value of its objective function.

A giant armadillo randomly selects one of the potential termite mounds and attacks it. Based on simulating the movement of giant armadillos towards termite mounds, a new position for each population member is calculated using equation (9). This new position then replaces the previous position of the corresponding member if it improves the value of the objective function according to equation (10):

$$x_{ij}^{p+1} = x_{ij} + r_{ij} \{STM_i - I_{ij} \cdot x_{ij}\},$$

$$X_i = \begin{cases} 
X_i^{p+1}, & F_i^{p+1} \leq F_i, \\
X_i, & \text{else},
\end{cases}$$

where \(STM\) is the selected termite mound for the \(i\)-th giant armadillo of the GAA, \(STM_i\) is its \(j\)-th size. \(x_i^{p+1}\) is a new position calculated for the \(i\)-th giant armadillo based on the attack phase of the proposed GAA. \(x_i^{p+1}\) is the \(j\)-th dimension of the termite mound chosen for attack. \(F_i^{p+1}\) is the value of the objective function of the termite mound, \(r_{ij}\) is random numbers from the interval \([0, 1]\), \(I_{ij}\) is the numbers that are randomly selected as 1 or 2.

Step 9. Digging termite mounds by GAA.

In the second stage of the GAA, the position of the population members in the problem-solving space is updated based on a simulation of a giant armadillo burrowing in termite mounds to feed on termites. Modeling this digging process of a giant armadillo to hunt and eat termites leads to small changes in the position of the giant armadillo and, as a result, increases the exploitation power of the algorithm in local search management.

In the GAA project, based on modeling the ability of a giant armadillo to dig termite mounds, the new position is calculated for each population member using equation (11). Then, if the value of the objective function improves, this new position replaces the previous position of the corresponding member according to equation (12):

$$x_{ij}^{p+2} = x_{ij} + (1-2r_{ij}) \frac{ab - lb}{t},$$

$$X_i = \begin{cases} 
X_i^{p+2}, & F_i^{p+2} \leq F_i, \\
X_i, & \text{else},
\end{cases}$$

where \(X_i^{p+2}\) is the new position calculated for the \(i\)-th giant armadillo based on the digging phase of the proposed GAA, \(x_i^{p+2}\) is its \(j\)-th size, \(F_i^{p+2}\) is the value of the objective function, \(r_{ij}\) is random numbers from the interval \([0, 1]\), \(t\) is the number of iterations.

Step 10. Updating GAA positions. The process of updating the GAA position is mathematically modeled based on the feeding mechanism under the leadership of the most vital member of the group, using (13), (14). While selecting the updated GAA positions, the noise degree of data taken into account using the corresponding correction factors is additionally considered. In this process, a new position for GAA is first generated according to equation (13). This new position replaces the previous position if it improves the value of the objective function; this concept is modeled in equation (14):

$$x_{ij}^p = x_{ij} + rand_{ij} \cdot \{SW_i - I_{ij} \cdot x_{ij}\},$$

$$X_i = \begin{cases} 
X_i^p, & F_i^p < F_i, \\
X_i, & \text{else},
\end{cases}$$

where \(X_i^p\) is the new generated position for the \(i\)-th GAA, \(x_i^p\) is the \(j\)-th size of the GAA; \(F_i^p\) is the value of the objective function, \(rand_{ij}\) is random numbers from the interval \([0, 1]\), \(SW\) is the best decision-making candidate, which is considered the strongest GAA; \(I_{ij}\) are integers randomly selected between 1 and 2.

Then, if the value of the objective function improves, this new position replaces the previous position if it improves the value of the objective function; this concept is modeled in equation (14):
where $X_i^0$ is the new generated position of the $i$-th GAA, $X_i^1$ is the $j$-th size of the GAA, $F_i^1$ is the value of the objective function, $t$ is the iterative circuit, $b_l$ and $b_u$ are the lower and upper bounds of the $j$-th variable, $l_{best}$ and $u_{best}$ are the local lower and local upper bounds admissible for the $j$-th variable, respectively, to simulate a local search in the neighborhood of candidate solutions.

Step 13. Checking the stop criterion. The algorithm terminates if the maximum number of iterations is completed. Otherwise, the behavior of generating new places and checking conditions is repeated.

Step 14. Training GAA knowledge bases.

In the study, the training method based on evolving artificial neural networks developed in [2] is used to train the knowledge bases of each GAA. The method is used to change the nature of movement of each GAA for more accurate analysis results in the future.

Step 15. Determining the amount of necessary computing resources of the intelligent decision support system.

In order to prevent looping of calculations on Steps 1–14 of this method and increase the efficiency of calculations, the system load is additionally determined. When the specified threshold of computational complexity is exceeded, the amount of software and hardware resources that must be additionally involved is determined using the method proposed in [27–30].

End of the algorithm.

5.2. Example of using the proposed method in the analysis of the operational group of troops (forces)

A method of increasing the efficiency of decision-making in organizational and technical systems is proposed. Initial data for assessing the state of the operational situation using the method:

– the number of sources of information about the state of the monitoring object – 3 (radio monitoring devices, earth remote sensing tools and unmanned aerial vehicles). To simplify the modeling, the same number of each tool was taken – 4 tools each;

– the number of informational signs by which the state of the monitoring object is determined – 12. These parameters include: affiliation, type of organizational and staff formation, priority, minimum width along the front, maximum width along the front. The number of personnel, minimum depth along the flank, maximum depth along the flank, the number of samples of weapons and military equipment (WME), the number of types of WME samples and the number of communication channels, the type of operational structure are also taken into account;

– options of organizational and staff formations – company, battalion, brigade.

The efficiency of the improved GAA is compared with the algorithms given in Tables 1–3. The comparison was made with unimodal and multimodal functions. Each function is calculated for ten independent runs to better compare the results of different algorithms.

As can be seen from Tables 1–3, the increase in decision-making efficiency is achieved at the level of 14–19% due to the use of additional procedures.

<table>
<thead>
<tr>
<th>Name of the algorithm</th>
<th>$T_i$</th>
<th>$T_A$</th>
<th>$R$</th>
<th>$L$</th>
<th>Optimal cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walrus optimization algorithm</td>
<td>0.7280271</td>
<td>0.3845792</td>
<td>40.312824</td>
<td>200</td>
<td>5,882.8955</td>
</tr>
<tr>
<td>Particle swarm optimization algorithm</td>
<td>0.7480269</td>
<td>0.3845797</td>
<td>40.312828</td>
<td>200</td>
<td>5,882.9013</td>
</tr>
<tr>
<td>Flying squirrel search optimization algorithm</td>
<td>0.7690308</td>
<td>0.384581</td>
<td>40.312476</td>
<td>199.99732</td>
<td>5,882.9077</td>
</tr>
<tr>
<td>Artificial bee colony algorithm</td>
<td>1.1950157</td>
<td>0.64038</td>
<td>60.549321</td>
<td>48.031984</td>
<td>7,759.8234</td>
</tr>
<tr>
<td>Ant colony optimization algorithm</td>
<td>0.7780271</td>
<td>0.3845792</td>
<td>40.312824</td>
<td>200</td>
<td>5,882.9013</td>
</tr>
<tr>
<td>Proposed method</td>
<td>0.7794994</td>
<td>0.384581</td>
<td>40.385517</td>
<td>200</td>
<td>5,909.3749</td>
</tr>
<tr>
<td>Monkey search algorithm</td>
<td>0.911517</td>
<td>0.4164052</td>
<td>43.217753</td>
<td>133.89411</td>
<td>6,270.8621</td>
</tr>
<tr>
<td>Bat algorithm</td>
<td>0.8344267</td>
<td>0.4164052</td>
<td>43.217753</td>
<td>133.89411</td>
<td>6,270.8621</td>
</tr>
<tr>
<td>Locust swarm optimization algorithm</td>
<td>0.7784599</td>
<td>0.384581</td>
<td>40.320627</td>
<td>133.89411</td>
<td>6,270.8621</td>
</tr>
<tr>
<td>Genetic algorithm</td>
<td>1.5622593</td>
<td>0.4164052</td>
<td>43.217753</td>
<td>133.89411</td>
<td>6,270.8621</td>
</tr>
<tr>
<td>Cat swarm optimization algorithm</td>
<td>1.1300127</td>
<td>0.4164052</td>
<td>43.217753</td>
<td>133.89411</td>
<td>6,270.8621</td>
</tr>
<tr>
<td>Invasive weed optimization algorithm</td>
<td>1.550966</td>
<td>0.4164052</td>
<td>43.217753</td>
<td>133.89411</td>
<td>6,270.8621</td>
</tr>
<tr>
<td>Firefly algorithm</td>
<td>1.406417</td>
<td>0.7832762</td>
<td>58.253368</td>
<td>46.230782</td>
<td>22.218932</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Name of the algorithm</th>
<th>Average</th>
<th>Best</th>
<th>Worst</th>
<th>Standard</th>
<th>Median</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walrus optimization algorithm</td>
<td>5,882.8955</td>
<td>5,882.8955</td>
<td>5,882.8955</td>
<td>1.37E-12</td>
<td>5,882.8955</td>
<td>1</td>
</tr>
<tr>
<td>Particle swarm optimization algorithm</td>
<td>5,909.3749</td>
<td>5,909.3749</td>
<td>5,909.3749</td>
<td>1.37E-12</td>
<td>5,882.8955</td>
<td>1</td>
</tr>
<tr>
<td>Flying squirrel search optimization algorithm</td>
<td>6,270.8621</td>
<td>6,270.8621</td>
<td>6,270.8621</td>
<td>1.37E-12</td>
<td>5,882.8955</td>
<td>1</td>
</tr>
<tr>
<td>Artificial bee colony algorithm</td>
<td>6,270.8621</td>
<td>6,270.8621</td>
<td>6,270.8621</td>
<td>1.37E-12</td>
<td>5,882.8955</td>
<td>1</td>
</tr>
<tr>
<td>Ant colony optimization algorithm</td>
<td>5,882.9013</td>
<td>5,882.9013</td>
<td>5,882.9013</td>
<td>1.37E-12</td>
<td>5,882.9013</td>
<td>1</td>
</tr>
<tr>
<td>Proposed method</td>
<td>5,909.3749</td>
<td>5,909.3749</td>
<td>5,909.3749</td>
<td>1.37E-12</td>
<td>5,882.9013</td>
<td>1</td>
</tr>
<tr>
<td>Monkey search algorithm</td>
<td>7,759.8234</td>
<td>7,759.8234</td>
<td>7,759.8234</td>
<td>7,759.8234</td>
<td>7,759.8234</td>
<td>8</td>
</tr>
<tr>
<td>Bat algorithm</td>
<td>6,518.1019</td>
<td>6,518.1019</td>
<td>6,518.1019</td>
<td>6,518.1019</td>
<td>6,518.1019</td>
<td>6</td>
</tr>
<tr>
<td>Locust swarm optimization algorithm</td>
<td>6,012.3675</td>
<td>6,012.3675</td>
<td>6,012.3675</td>
<td>6,012.3675</td>
<td>6,012.3675</td>
<td>7</td>
</tr>
<tr>
<td>Genetic algorithm</td>
<td>22,551,255</td>
<td>22,551,255</td>
<td>22,551,255</td>
<td>22,551,255</td>
<td>22,551,255</td>
<td>11</td>
</tr>
</tbody>
</table>
It can be noted that the improved GAA is able to converge to the true value for most unimodal functions with the highest convergence rate and accuracy, while the convergence results of the particle swarm optimization algorithm are far from satisfactory.

### 6. Discussion of the results of developing a method of increasing the efficiency of decision-making

The advantages of the proposed method are as follows:
- when initially setting GAA, when searching for them, the type of uncertainty is taken into account (Step 2), compared to [9, 14, 21];
- the initial velocity of GAA is taken into account (Step 4), compared to [9–15];
- the suitability of the GAA search location is determined, which reduces the solution search time (Step 5), compared to [14, 16, 17];
- universality of strategies for finding food places, which allows classifying the type of data to be processed (Steps 6, 7), compared to [14, 16, 17];
- classification of food sources, which determines the solution search priority (Step 6), compared to [11, 13, 17–19];
- taking into account the presence of a predator, which allows you to avoid local optima (Steps 9, 10), compared to [12, 13, 15–18];
- taking into account the degree of distortion (unreliability) of a priori information while determining the food location (Step 8), compared to [12, 13, 15–20];
- accelerated selection of individuals in the swarm due to the use of an advanced genetic algorithm (Step 7), compared to [9, 12, 13–18];
- the universality of solving the problem of analyzing the state of GAA objects due to the hierarchical nature of their description (Steps 1–15), compared to [9, 12, 13–18];
- the possibility of quick search for solutions due to the simultaneous search for a solution by several GAA (Steps 1–15, Tables 1–3);
- the adequacy of the obtained results (Steps 1–15), compared to [9–22, 31];
- the ability to avoid the local extremum problem (Steps 1–15);
- the possibility of deep learning of GAA knowledge bases (Step 14), compared to [9–22, 31];
- the possibility of calculating the necessary amount of computing resources, which must be involved if it is impossible to perform calculations with available computing resources (Step 15), compared to [9–22, 31].

The disadvantages of the proposed method include:
- the loss of informativeness while assessing the state of organizational and technical systems due to the construction of the membership function;
- lower accuracy of assessment by a single parameter for evaluating organizational and technical systems;
- the loss of credibility of the obtained solutions while searching for a solution in several directions at the same time;
- lower assessment accuracy compared to other assessment methods.

This method will allow:
- to assess the state of organizational and technical systems;
- to determine effective measures to improve management efficiency;
- to increase the speed of assessing the state of heterogeneous organizational and technical systems;
- to reduce the use of computing resources of decision support systems.

The limitations of the study are the need for an initial database on the state of organizational and technical systems, the need to take into account the delay time for collecting and communicating information from intelligence sources.

The proposed approach should be used to solve the problems of evaluating complex and dynamic processes characterized by a high degree of complexity.

This study is a further development of research aimed at developing methodological principles for increasing the efficiency of processing various types of data, published earlier [2, 4–6, 31].

Areas of further research should be aimed at reducing computing costs while processing various types of data in special-purpose systems.

### 7. Conclusions

1. The defined algorithm provides the following opportunities:
- to take into account the type of uncertainty and noise of data;
– to implement adaptive strategies for finding food sources;
– to take into account the presence of a predator while choosing food sources;
– to take into account the available computing resources of the system for analyzing the state of organizational and technical systems;
– to change the search area of individual GAA;
– to change the GAA velocity;
– to take into account the search priority of GAA;
– to carry out the initial setting of GAA individuals, taking into account the type of uncertainty;
– to carry out accurate training of GAA individuals;
– to determine the best GAA individuals using an advanced genetic algorithm;
– to conduct a local and global search taking into account the noise degree of data on the state of organizational and technical systems;
– to conduct training of knowledge bases, which is carried out by training the synaptic weights of the artificial neural network, the type and parameters of the membership function, the architecture of individual elements and the architecture of the artificial neural network as a whole;
– to be used as a universal tool for solving the problem of analyzing the state of organizational and technical systems due to the hierarchical nature of description of organizational and technical systems;
– to check the adequacy of the obtained results;
– to avoid the problem of local extremum.

Due to this, it increases the effectiveness of assessing the state of the organizational and technical system.

2. An example of using the proposed method in assessing and forecasting the state of the operational situation of a group of troops (forces) is given. The specified example showed an increase in the efficiency of data processing at the level of 14–19% due to the use of additional advanced procedures of adding correction factors for uncertainty and noise of data, selection and training of GAA.
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