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This study examines the effectiveness 
of neural network architectures (multilayer 
perceptron MLP, convolutional neural net-
work CNN, recurrent neural network RNN) 
for human voice recognition, with an empha-
sis on the Kazakh language. Problems relat-
ed to language, the difference between speak-
ers, and the influence of network architecture 
on recognition accuracy are considered. The 
methodology includes extensive training and 
testing, studying the accuracy of recognition 
in different languages, and different sets of 
data on speakers. Using a comparative anal-
ysis, this study evaluates the performance 
of three architectures trained exclusively in 
the Kazakh language. The testing included 
statements in Kazakhs and other languages, 
while the number of speakers varied to assess 
its impact on recognition accuracy.

During the study, the results showed that 
CNN neural networks are more effective in 
recognizing human voice than RNN and MLP. 
Also, it was found that the CNN has a high-
er accuracy in recognizing the human voice 
in the Kazakh language, both for a small and 
for a large number of announcers. For exam-
ple, for 20 speakers, the recognition error in 
Russian was 21.86 %, whereas in Kazakhs 
it was 10.6 %. A similar trend was observed 
for 80 speakers: 16.2 % Russians and 8.3 % 
Kazakhs. It can also be argued that learn-
ing one language does not guarantee high 
recognition accuracy in other languages. 
Therefore, the accuracy of human voice rec-
ognition by neural networks depends signifi-
cantly on the language in which training is 
conducted. 

In addition, this study highlights the 
importance of different sets of speaker data 
to achieve optimal results. This knowledge is 
crucial for advancing the development of reli-
able human voice recognition systems that can 
accurately identify different human voices in 
different language contexts
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1. Introduction

Human voice recognition is of great practical importance 
in various economic and technological sectors. Voice Activ-
ity Detectors (VADs) are commonly employed in telecom-
munication systems to minimize the amount of voice data 
transmitted. These devices are responsible for identifying 

and removing non-speech elements from the audio stream. 
Additionally, in speech recognition, speaker identification, 
and other speech technologies, the task of isolating speech 
fragments from a continuous stream of audio data is primar-
ily solved. It is noteworthy that in all these areas, the task of 
recognizing human voice is solved in different ways. For ex-
ample, in traditional VAD systems, the energy and entropy 
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of the signal are analyzed; that is, an algorithmic approach 
is still used. However, in reality, it is almost impossible to 
accurately describe the parametric features of human voice 
algorithmically. In modern conditions of speech technolo-
gies, various artificial neural networks (ANNs) are used to 
recognize human voices. It should be noted that ANN-based 
methods based on ANNs provide impressive results.

The use of artificial neural networks in the field of speech 
processing is an important area of development; however, 
most existing models are trained and tested on data from 
only one language, which limits their applicability to oth-
er languages. To overcome this problem, it is necessary to 
develop methods for language-independent recognition of 
the human voice that are capable of working with various 
languages and dialects. The results of these studies on the 
development of language-independent human voice recog-
nition methods are relevant and can be useful in improving 
modern human speech recognition technologies in the field 
of information technology. 

Therefore, research on the dependence of the effective-
ness of neural networks for recognizing human voices on 
language is extremely important for understanding the in-
fluence of different linguistic features on speech processing. 
The results of such studies can be applied in practice to im-
prove multilingual speech recognition systems and may also 
be useful for creating more effective training programs and 
technologies for teaching foreign languages. It can also lead 
to improved communication in multilingual environments 
and possibly to increased access to technology for speakers 
of different languages.

2. Literature review and problem statement

In [1], the results of an analysis of the accuracy and 
performance of VAD using a multilayer perceptron (MLP), 
recurrent neural network (RNNs), and convolutional neural 
network (CNNs) were presented, which showed that for most 
of the models under consideration, the best performance was 
achieved using CNNs. To conduct training and model test-
ing, a TIMIT dataset of various dialects of English was used, 
containing 6,300 utterances uttered by 192 women and 
438 men. The recognition accuracy was 97.60 %. However, it 
was noted that it is also necessary to use different datasets, 
that is, speech corpora of different languages, to evaluate the 
performance of VAD. 

VAD models based on deep learning using the TIMIT 
English dataset were also proposed in another study [2]. 
This study highlights the importance of using different 
spectral and temporal characteristics to increase VAD per-
formance. Nevertheless, it is also noted that further research 
is needed to overcome complex problems, such as evaluating 
the performance of VAD using datasets of different languag-
es, as well as analyzing the number of speakers needed to 
obtain a highly efficient VAD system.

In [3], emphasis was placed on the detection of voice 
activity based on the self-attention attention mechanism, 
the task of which is to identify patterns only between input 
data. A single set of pure English speech data, LibriSpeech, 
was used as input data. To test the effectiveness of the pro-
posed method, 6,500 training data points and 6,500 test 
data points were used.

In [4], the authors achieved a high VAD performance 
based on deep learning methods at any decision threshold. 

The English speech corpus LibriSpeech was used as the 
training data. However, this study did not consider tasks 
for evaluating VAD performance using datasets from other 
languages.

In [5], a comparative analysis of the effectiveness of the 
end-to-end neural network Marble Net and basic CNN was 
considered. The results show the high performance of the 
Marble Net network compared to the base model, which 
makes VAD more accessible under conditions of limited 
computing resources, such as mobile and wearable devices. 
However, the training and testing of the model were also 
carried out using only a single set of AVA-speech English 
language data.

In [6], a VAD learning strategy using Supervised Con-
trastive Learning (Supervised Contrastive Learning for 
Voice Activity Detection, SCLVAD) was proposed for the 
first time. The proposed method was used in combination 
with audio–specific data augmentation methods, which were 
trained using two common sets of English language speech 
data: the Google Speech Commands Dataset V2 and audio 
samples from the site freesound.org, and then evaluated us-
ing the third AVA-Speech English dataset. However, in this 
study, no studies have evaluated the performance of VAD 
based on sets of different languages.

In [7], a study on the effectiveness of VAD based on 
8064 audio signals from the TIMIT English speech corpus 
was conducted. The efficiency of this VAD system aver-
aged 91.02 %. Nevertheless, it is important to conduct re�-
search based on the speech corpora of other languages.

In [8], a VAD system based on a multitasking learning 
U-shaped neural network (MTU-Net) was considered. 
The proposed VAD method demonstrated a high perfor-
mance compared to existing models. The training and 
testing of the model were also carried out based on a sin-
gle speech corpus of the English language TIMIT. Train-
ing and testing of a multilayer neural network (MTS-NN) 
based on the TIMIT speech corpus for detecting voice ac-
tivity was performed in [9]. The proposed algorithm was 
trained and tested using data from the TIMIT English 
Speech Corpus (16 men and 8 women from eight different 
dialects). Nevertheless, there is a need for research using 
datasets of different languages, as well as an analysis of 
the number of speakers required to obtain a highly effi-
cient VAD system.

A method for detecting voice activity based on a deep 
neural network is proposed in [10]. Training and testing of 
the network were performed using the Korean speech cor-
pus. Thus, in this study, all analyses were conducted in only 
one language.

The paper [11] presents an application for smartphones 
using a convolutional neural network to determine voice 
activity in real time with low audio latency. The architecture 
of the convolutional neural network has been optimized in 
such a way as to ensure the processing of audio frames in real 
time without skipping any frames while maintaining high 
accuracy in determining voice activity. Speech files from the 
PN/NC corpus version 1.0 were used to teach and evaluate 
the developed CNN VAD. This corpus consists of 20 native 
speakers (10 men, 10 women) from two dialect regions of 
American English (Pacific Northwest and Northern Cities) 
pronouncing 180 sentences of the IEEE “Harvard” set. In 
total, it consists of 3,600 audio files. However, this study 
does not consider the tasks for evaluating VAD performance 
using datasets from other languages, and there are no stud-
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option in which the trained filters were replaced by standard 
cepstral coefficients. The same DIHARD dataset taken from 
11 different areas was used to evaluate the two scenarios. In an 
intra-domain scenario, when training and testing sets cover the 
same domains, where it is shown that the domain-competitive 
approach does not reduce the performance of the proposed 
end-to-end model. In an off-domain scenario, where the test 
domain differs from the training domain, this results in a rela-
tive improvement of more than 10 %. However, the training and 
testing were conducted using only a single dataset. 

In [18], the problem of detecting speech activity based on 
a convolutional neural network was considered. Experimental 
studies were conducted on two speech datasets: AMI, a multi-
modal dataset consisting of 100 hours of recordings of meetings 
in English, and the CHiME-6 dataset. The CHiME-6 case 
contained over 60 h of recordings organized into 20 sessions.

In [19], a comprehensive multitasking model for VAD with 
speech enhancement was proposed. The Wall Street Journal 
English Language Dataset (WSJ 0) was used as the source of 
the pure speech. It contains 12776 statements from 101 speak-
ers for training, 1206 statements from 10 speakers for verifica-
tion, and 651 statements from 8 speakers for evaluation. The 
experimental results demonstrate that the multitasking meth-
od is significantly superior to the single-tasking analog VAD.

In [20], a convolutional neural network (CNN) with mul-
tiple inputs and one output was proposed, which uses a new 
combination of functions to evaluate the VAD. The voices of 
168 speakers from the TIMIT dataset, including both men and 
women, were used for the training and validation. Experimen-
tal results for a single-speaker scenario show that the proposed 
CNN can distinguish speech from blocks of nonspeech signals, 
thereby surpassing the basic CNN. In addition, the results show 
that the proposed method can be adapted to various invisible 
acoustic conditions and background noise. 

In research on the use of methods for language-independent 
recognition of the human voice, there is a problem: large com-
puting resources are required. However, the use of programma-
ble logic integrated circuits (FPGAs) can be an effective and 
inexpensive solution to accelerate neural computing, which is 
also applicable for signal processing onboard satellites [21].

It is obvious that the methods of language-independent 
recognizing the human voice using ANNs are the most ef-
fective and promising; however, this task is still far from its 
final solution, and there are many unresolved problems and 
questions. As a result of studying and analyzing studies de-
voted to this area, it was found that there are currently few 
studies devoted to language-independent detection of voice 
activity, and no studies have analyzed the number of speak-
ers needed to obtain a highly effective language-independent 
VAD system. In many of the studies conducted, the artificial 
neural network was trained and tested in only one language. 
According to the research conducted, it is not possible to 
assess the effectiveness of human voice recognition because 
speech can sound in different languages. Quite often, these 
issues are related to ensuring a sufficient amount of training 
data for ANNs. For example, when training an ANNs, one of 
the main requirements is to ensure the completeness, diver-
sity, and parity of data. To do this, in most cases, a method 
for language-independent recognition fairly large amount 
of data is needed, which is not always possible to find and 
prepare, or their preparation requires huge human resourc-
es, time, and computing resources. In this case, the ideal 
variety of training data would mean that in order to teach 
ANNs to recognize the language-independent human voice, 

ies devoted to analyzing the number of speakers required to 
obtain a highly efficient VAD system.

In [12], the VAD method, which uses statistical func-
tions based on the linear spectrum and frequency, was 
presented. The experiments were conducted on a database 
of more than 350 h, consisting of data from various sources, 
such as YouTube. The accuracy of the system was 99.43 %. 
However, there were also no studies related to the study of 
the number of required speakers. 

In [13], a fast and efficient uncontrolled VAD method using 
fractal dimension estimation was proposed. Two databases in 
different languages are used to evaluate the effectiveness of 
the proposed method. The first is the database of the Massa-
chusetts Institute of Technology Texas Instruments (TIMIT) 
and the second is the database of Arabic speech at King Saud 
University (KSU). The language of the TIMIT speech data-
base is English, representing 630 male and female speakers 
from eight dialect regions. The language of the KSU speech 
database is Arabic, consisting of 328 speaking men and wom-
en who recorded both pre-written and spontaneous texts. 
However, the training and testing of the VAD system in this 
study were performed separately for each dataset. 

In [14], a VAD speech enhancement function based on 
a variational autoencoder was proposed. In this study, let’s 
use pure utterances from the Aurora 4 database [14], which 
contained 7,138 continuous speech utterances for training 
and 330 utterances for testing. To build a 35-hour training 
set, all 7,138 statements from a pure training set were used. 
The statements in the Aurora4 corpus are short, and approx-
imately 80 % of them are speech.

In [15], the voice activity detection (VAD) function was 
combined with end-to-end automatic speech recognition with 
an online speech interface and decryption of very long audio 
recordings. The Japanese language corpus CSJ was used in 
the first assessment. It contains approximately 650 hours of 
data on spontaneous Japanese speech. The TED-LIUMV2 
corpus, which is a set of TED talks in English with tran-
scriptions, was used for the second assessment. It contained 
approximately 200 h of speech data. Two types of network 
structures were investigated: a 6-layer bidirectional LSTM 
encoder with a 1-layer LSTM decoder and a 6-layer unidi-
rectional LSTM encoder with a 2-layer LSTM decoder. The 
experimental results on non-segmented data show that the 
proposed method surpasses the basic methods using tradi-
tional VAD methods based on energy and neural networks. 
However, as in many studies, no study has been conducted 
on the analysis of the number of speakers. 

In [16], an end-to-end segmentation model was trained, 
which performed a combination of three subtasks: detection 
of voice activity, detection of speaker change, and detection 
of overlapping speech. The DIHARD3 speech corpus, de-
veloped by the Linguistic Data Consortium and containing 
approximately 34 hours of speech data in English and Chi-
nese, was selected for the study. In this study, the database 
was divided into two parts: 192 files used as a training set 
and the remaining 62 files used for testing. Experiments 
with multi-speaker diarization datasets have concluded that 
this model can be used with great success for both detecting 
speech activity and detecting overlapping speech.

In [17], a neural network was developed that combined 
trainable filters and recurrent layers to detect voice activity 
directly from the waveform. Experiments with a complex DI-
HARD dataset showed that the proposed end-to-end model 
achieved the most up-to-date indicators and surpassed the 
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it would be necessary to use the voices (speech utterances) 
of different people in all languages of the world, ranging from 
children to elderly men and women. Of course, fulfilling 
such a requirement is quite difficult, so the question arises 
as to whether it is possible to limit these requirements, for 
example, to the number of languages and/or speakers so that 
the accuracy of recognition of the human voice of the ANNs 
remains at an acceptable level.

There are also not detected studies devoted to improving 
the accuracy of human voice recognition, because a variety of 
training data for language-independent human voice recog-
nition would require using the voices (speech utterances) of 
different people in all languages of the world. Therefore, the un-
solved problem lies in the study of methods and techniques that 
make it possible to select the optimal set of linguistic and pho-
netic characteristics for training neural networks to improve 
their accuracy and reliability in recognizing human voice.

All this allows to assert that it is expedient to conduct a 
study on limiting requirements, for example, to the number of 
languages and/or speakers, so that the accuracy of recognition 
of the human voice of the ANN remains at an acceptable level.  

3. The aim and objectives of the study

The aim of this study шs to conduct a comprehensive 
assessment of the dependence of the effectiveness of neural 
networks on the language used in teaching, as well as the 
number of native speakers, on the accuracy of human voice 
recognition using neural networks.

The practical significance of this work lies in the fact that 
it has direct application value for the development and im-
provement of speech recognition systems in various languages. 
Research related to the dependence of the effectiveness of neu-
ral networks for recognizing human voices on language may 
lead to the development of new methods for training neural 
networks on multilingual data, improving speech recognition 
algorithms in different languages, and creating more accurate 
and universal models. The results obtained can be useful for the 
development of multilingual speech recognition systems, voice 
command recognition systems, and other applications working 
in different languages and even for translators. This is import-
ant in the context of the growing influence of a multilingual 
environment in a world in which there is a need to develop tech-
nologies that can work effectively in different languages and di-
alects. The results obtained in this work can have a significant 
impact on the development of speech recognition technologies 
and increase their effectiveness in multilingual environments.

To achieve this aim, the following objectives фre con�-
ducted:

– to conduct a comparative analysis of MLP, CNN, and 
RUN neural networks to assess their effectiveness in recog-
nizing the human voice;

– to evaluate the influence of language on the accuracy 
of human voice recognition using ANNs;

– to evaluate the impact of the number of speakers on the 
accuracy of human voice recognition using ANNs.

4. Materials and methods of research

The objects of research in this work are various artificial 
neural networks used to recognize human voices. Their abil-
ity to effectively recognize the human voice, regardless of lan-

guage, is considered learning from a small number of speakers. 
The following three types of ANNs were considered as artifi-
cial neural networks used to solve the voice recognition prob-
lem: fully connected perceptron (MLP), convolutional neural 
network (CNN), and recurrent neural network (RNN).

The main hypothesis of this study is that despite the 
fact that the phonetics of different languages differ from 
each other, they have many common phonemes; therefore, 
a neural network trained in some languages should rec-
ognize human voices in other languages with the same 
efficiency. It was also assumed that in order to obtain 
acceptable accuracy of human voice recognition by neu-
ral networks, they can be trained on a limited number of 
speakers, approximately several hundred; however, it is 
also necessary to observe the parity of male and female 
voices. To answer these questions, the following simplifi-
cations and agreements were adopted.

– all neural networks were trained on the same datasets, 
representing the statements of the speakers in one language 
only (in Kazakh);

– the ratio of the amount of data to the number of pa�-
rameters of neural networks in all cases, which was the same 
and equal to 1:3;

– the required number of epochs in training neural net-
works is selected individually for each network based on the 
analysis of training and validation accuracy;

– when studying the dependence of the accuracy of neural 
networks on the number of speakers, the total amount of train-
ing data is a fixed constant, where the proportion of each speak-
er is the same and decreases proportionally with their growth;

– the results of testing neural networks consider only 
those sections of audio data where speech is contained, that 
is, the ability of neural networks to correctly recognize only 
speech sections is analyzed.

To conduct training and testing of neural networks, 
datasets from the Institute of Smart Systems and Artificial 
Intelligence (ISSAI) of Nazarbayev University were used, 
namely the Kazakh speech corpus [22], Russian speech cor-
pus [23], Turkish language corpus [24], and Uzbek language 
corpus [25]. One of the largest open datasets, the Common 
Voice Dataset [26], was also used, namely, the corpus of 
the Kyrgyz language, the corpus of the English language, 
and the corpus of the French language. From each data set, 
15 male and 15 female voices were selected in a special way 
so that the voices were of different intonation, pitch, age, etc.

In this work, the audio files of the Kazakh speech corpus 
were manually marked [21] using Audacity 3.4.2 software 
product. The area of the audio file where the sound was pres-
ent was marked as 1, and the area with missing sound was 
marked as 0. An example of manual markup of an audio file 
is shown in Fig. 1.

Next, each block of audio data was divided into frag-
ments of 20 ms duration. Then, for each fragment, the spec-
tral coefficients (MFCC), as well as the delta and delta-delta 
coefficients, were calculated. Thus, each fragment of the 
speech signal was represented by 36 coefficients.

When training MLP networks, 36 values were input, 
consisting of 12 MFCC coefficients, 12 delta coefficients, 
and 12 delta-delta coefficients. Accordingly, the input layer of 
the MLP network contains 36 neurons, and there is only one 
neuron at the output, which can accept either 1 if the current 
fragment is speech or 0 if the current fragment is not speech. 
The general structure of the MLP network used in this study 
is shown in Fig. 2.
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Fig. 2. Structure of multilayer perceptron networks

For CNN-type networks, only 12 MFCC coefficients 
were used, without the delta and delta-delta coefficients. 
Nevertheless, there are also 36 neurons at the input of this 
network; however, unlike MLP networks, the remaining 
24 values are taken from subsequent neighboring fragments. 
Fig. 3 shows the general structure of the CNN-type net-
works used in this study.

The structure of the RNN-type networks used in this 
study is similar to that of the CNN. It also did not use delta 
and delta coefficients. In this case, the dynamics of the audio 
data were set using the MFCC coefficients of the three adja-
cent fragments of the signal. 

 

 
  

Fig. 1. Manual partitioning of audio data into blocks

 

 
  

 
 

  Fig. 3. Structure of multilayer perceptron networks
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Thus, our task was to determine how the accuracy of 
ANNs for recognizing the language-independent human 
voice depends on the number of speakers and languages 
used. For example, an ANNs can be trained on statements in 
English, but simultaneously, it is necessary to recognize the 
human voice from statements in German. That is, it is neces-
sary to answer the question of whether it is possible to train 
a network in some languages and then use it to recognize a 
human voice in another language. Another important issue 
is determining the required number of speakers to ensure 
sufficient accuracy in human voice recognition. The task was 
to assess which type of ANNs would be most effective for the 
implementation of the task under consideration. Three types 
of INS were considered in this study: conventional multilay-
er perceptron (MLP), convolutional neural network (CNN), 
and recurrent neural network (RNN). Simultaneously, to 
ensure the same comparison conditions, ANNs were created 
so that the number of network parameters was approximate-
ly the same.

5. The result of the analysis of the effectiveness of neural 
networks for human voice recognition

5. 1. The result of a comparative analysis of the effec-
tiveness of multilayer perceptron, convolutional neural 
network and recurrent neural networks for human voice 
recognition

This study demonstrated the dependence of human voice 
recognition errors on the number of speakers using MLP, 
CNN, and RNN networks. At the same time, all these net-
works are trained in only one Kazakh language, and their 
effectiveness has already been verified with the help of state-
ments in other languages, including Kazakh.

The following figures show the results of testing various 
neural networks using statements from different languages. 
For example, Fig. 5 shows the dependence of human voice 
recognition error on the number of speakers for the MLP 
network for statements in Uzbek.

To approximate the dependence of recognition errors on 
the number of speakers, it is possible to consider nonlinear 
functions of the following types:

,ny C x= ⋅  				    (1)

,xy C n= ⋅ 					     (2)

,n xy C e ⋅= ⋅ 					     (3)

( )log ,y a b x= + ⋅ 				    (4)

where y – recognition error, x – number of speakers, a, b, C 
and n – some empirical real numbers.

Our calculations show that the logarithmic approxima-
tion function is best suited for MLP. Accordingly, in Fig. 5, 
the red and green curves show the interpolation and extrap-
olation parts of approximation function (4).

Fig. 6 shows a graph of the dependence of the human 
voice recognition error on the number of speakers for the 
CNN network for French statements.

Fig. 6. Dependence of the human voice recognition error on 
the number of speakers for the convolutional neural network 

for statements in French

As an example, Fig. 7 shows the dependence of the hu-
man voice recognition error on the number of speakers for 
the RNN network for statements in the Kyrgyz language.

It should be noted that for the CNN and RNN networks, 
the dependence of the human voice recognition error on 

 
 

 
 

  Fig. 4. The general structure of the recurrent neural network

 

 
  Fig. 5. Dependence of the human voice recognition error 

on the number of speakers for the multilayer perceptron 
network for statements in Uzbek
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the number of speakers is difficult to approximate using 
the above four nonlinear functions. For CNN and RNN 
networks, a logarithmic approximation function was used 
in order to have a certain opportunity to compare the ef-
fectiveness of different neural networks among themselves. 
Fig. 6, 7 show the results obtained by using the logarithmic 
approximation function.

Fig. 7. Dependence of the human voice recognition error on 
the number of speakers for the recurrent neural network for 

statements in the Kyrgyz language

After selecting a general function for approximating 
the dependence of human voice recognition error on the 
number of speakers for all types of neural networks, the 
effectiveness of each neural network can be compared. 
Therefore, in Fig. 8, as an example, graphs of approximat-
ing functions for the MLP, CNN, and RNN networks are 
shown when testing them using statements in the Kazakh 
language.

Fig. 8. Graphs of the logarithmic approximating function 
of the dependence of the human voice recognition error on 
the number of speakers for three types of neural networks 

multilayer perceptron, convolutional neural network and 
recurrent neural network

As shown in Fig. 8, the MLP neural network is much 
less accurate than the other two types of neural networks. 
It is also observed that the accuracies of the CNN and RNN 
neural networks are very close, with a slight advantage of the 
CNN. Therefore, based on these data, it is possible to assert 
that CNN is the most effective neural network for solving 
the problem of human voice recognition. Let’s remind that 
the number of trained parameters for all three types of neu-
ral networks were set to be approximately the same.

5. 2. Assessment of the influence of language on the 
accuracy of human voice recognition using the artificial 
neural networks

To assess the impact of language on the accuracy of 
human voice recognition, let’s use established approxima-
tion functions. Fig. 9 shows graphs of the dependence of 
human voice recognition error on statements in various 
languages on the number of speakers for the MLP neural 
network.

Fig. 9. Graphs of the dependence of the human voice 
recognition error on statements in different languages 

on the number of speakers for the multilayer perceptron 
neural network

Fig. 10 shows the same results for the CNN.
Finally, Fig. 11 shows graphs of the dependence of 

human voice recognition error on statements in various 
languages on the number of speakers for the MLP neural 
network.

Again, let’s recall that all these neural networks were 
trained on a set of speech data only in the Kazakh language. 
The networks were tested using statements from various 
languages, including Kazakhs.

As shown in Fig. 9–11, the human voice is better 
recognized by statements in the Kazakh language by a 
noticeable margin than in other languages by all three 
neural networks. Another interesting fact is that different 
networks place different languages in second place. For 
example, for RNN, Kyrgyz is second after Kazakh, and for 
CNN and MLP, Russian is second. And in all cases, the 
Turkish language turned out to be an outsider, although 
it belongs to the same family of languages along with the 
Kazakh language.
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5. 3. Assessment of the impact of the number of speak-
ers on the accuracy of human voice recognition using the 
artificial neural networks

All the previous graphs shown in Fig. 5–11 indicate 
that there is an unambiguous dependence of the accuracy of 
human voice recognition by neural networks on the number 
of speakers used in training these networks. Obviously, with 
an increase in the number of speakers, the error in recogniz-
ing the human voice decreases, that is, the efficiency of the 
neural network increases. As a result, the dependence of the 
recognition error on the number of speakers for the MLP 
network (using the example of the Kazakh language) can be 
represented as follows:

( )29,10 3,10 log ,y x= - ⋅ 			   (5)

and for the CNN network, as well as for the Kazakh lan-
guage, this dependence can be expressed using the following 
expression:

( )12,62 1,13 log ,y x= - ⋅ 			  (6)

finally, there is the following pattern for the RNN network:

( )12,77 1,12 log ,y x= - ⋅ 			  (7)

where in all formulas (5)–(7) y means the magnitude of the 
error in recognizing the human voice by the neural network, 
and x is the number of speakers whose statements were used 
in training neural networks.

Calculations show that if these patterns are correct, then 
in order to get a human voice recognition error of no more 
than 3 % (accuracy of at least 97 %), it is necessary to have at 
least 4.5 thousand voice samples for training neural networks.

6. Discussion of the results of evaluating the accuracy of 
human voice recognition 

Initially, it was assumed that the efficiency of neural 
networks depends weakly on the speaker’s language since all 
languages have a large number of similar phonemes. Thus, it is 
expected that by training a neural network in one language, it 
would be possible to detect human voices in other languages 
with fairly good accuracy using the same neural network. 
However, these expectations have not been fully fulfilled. 
However, there is a dependence on language. This can be seen 
in Fig. 9–11, where MLP, CNN, and RNN neural networks 
trained in Kazakh were much better at detecting voices in the 
same language than voices in other languages. However, at 
the same time, a strange result is obtained. Although Kazakh, 
Kyrgyz, Uzbek, and Turkish are considered related languages, 
that is, they belong to the same group of Turkic languages, 
neural networks trained in Kazakhs recognize voices in Rus-
sian better than others. This can be observed in Fig. 9, 10. 
Perhaps this is due to the fact that the Turkish language has 
a much greater phonetic difference from the Kazakh language 
than the same russian language. Thus, the methods and re-
sults of this study could be useful for studying phonetic simi-
larities between different languages.

Regarding the choice of neural network architecture for 
optimal human voice recognition, the results in Fig. 8 show 
that the CNN is the best network. The correctness of this 
statement can be easily verified using formulas (5) and (6), 
where the functions for approximating errors in human voice 
recognition by CNN and RNN are given. For example, if 
1000 speakers are used in training, calculations using formula 
5 for the CNN network give an error of 4.8 %, and for RNN, 
according to formula (6), the recognition error is 5 %. As it 
is possible to see, in our case, the CNN network has a slight 
advantage over the RNN network. However, with an equal 
number of trained parameters, the MLP neural network 
demonstrated significantly lower efficiency in this task. 

The results of the study presented in Fig. 5–7 confirm 
the dependence of the accuracy of the recognition of neural 
networks on the number of speakers used in training. An 
increase in the number of speakers significantly affects the 
accuracy of human voice recognition using networks. For ex-
ample, for an MLP, such an increase is logarithmic. However, 
for CNN and RNN, such a functional relationship cannot 
be precisely established. Nevertheless, to compare different 
networks, let’s also use the same logarithmic approximation 
function for CNN and RNN. The end result of this study 
is the answer to the question of how many different voices 

 

 
  

Fig. 10. Graphs of the dependence of the human voice 
recognition error on statements in different languages on the 

number of speakers for the CNN neural network 

 
  Fig. 11. Graphs of the dependence of the human voice 

recognition error on statements in different languages on the 
number of speakers for the recurrent neural network
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should be used when training a neural network to achieve 
high recognition accuracy. The presence of an approximation 
function provides an answer to this question. Calculations 
carried out according to the obtained approximation func-
tions showed that, for example, in order to achieve 97 % 
accuracy, at least 4,500 speakers are needed.

The main problem that arises when conducting such studies 
is related to the fact that they require huge computing re-
sources. In this regard, an inexpensive solution for accelerating 
neural computing is the use of FPGAs [27]. In general, the com-
puting resources of FPGAs in the implementation of artificial 
neural networks can also be applied to the processing of other 
signals, especially onboard low-orbit satellites [28, 29].

In this study, in addition to the three types of artificial 
neural networks considered, other types of ANNs could be 
used, such neural networks (SNN). SNN-type networks are 
closest to real biological neurons and can describe time series 
as accurately as possible. Many properties of SNN networks 
can be obtained by studying their neurodynamics [30, 31]. 
Accordingly, let’s believe that these future studies should be 
carried out with a large number of types of neural networks, 
while it is desirable to implement them on FPGAs to obtain 
the necessary computational performance.

7. Conclusions

1. The best architecture for human voice recognition 
is the CNN neural network, which has a slight advantage 
over RNN. For example, for the starting value of the number 
of speakers (20 speakers), the error of voice recognition in 
Kazakhs by the CNN network was 10.6 % and for the RNN 
network was 11.9 %. Thus, for 20 speakers, the accuracy of rec�-
ognition by the CNN was 1.3 % higher than that of the RNN. 
For a finite number of announcers (80 announcers), the error of 
voice recognition in Kazakhs by the CNN network is 8.3 %, 
and for RNN, it is 8.93 %, that is, CNN accuracy is 0.9 % 
points higher than that of RNN.

2. The accuracy of human voice recognition by a neural 
network strongly depends on the choice of language. In our 
case, neural networks were trained in the Kazakhs alone, 
and the effectiveness of these networks was tested using 
people’s statements in other languages. The dependence of 
the accuracy of human voice recognition on language can 
be seen in the example of a CNN. For the Kazakh language, 
when 20 speakers were used, the CNN network showed 
an error of 10.6 %, and for the nearest result (Russian), it 
showed an error of 21.86 %. Among the 80 speakers, 8.3 % 

and 16.2 %, respectively. That is, the accuracy of voice rec�-
ognition in Kazakh is at least two times higher than that in 
other languages. Accordingly, in order to obtain a neural 
network capable of recognizing human voices with high ac-
curacy, it cannot be trained in language alone.

3. In addition to language, the accuracy of human voice 
recognition by neural networks is strongly influenced by the 
number of speakers used in training these networks. For ex-
ample, for a neural network trained in a particular language 
to recognize human voices in the same language with an ac-
curacy of at least 97 %, it is necessary to use different voices 
from more than 4.5 thousand speakers. It is quite possible 
that, for a more complex structure (with a large number of 
trainable parameters), the required number of speakers may 
be very different. Therefore, our estimate could not provide 
the final number of required speakers. Nevertheless, it shows 
that the accuracy of recognizing any human voice using 
a neural network depends quite strongly on the variety of 
voices used in training the corresponding neural networks.
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