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1. Introduction

The energy crisis and low energy efficiency of con-
ventional vehicles is an opportunity to develop electric 
vehicles [1–3]. Electric vehicles (EV) are vehicles that 
have no emissions and can make a good contribution 
to reducing environmental problems [2]. Based on the 
energy source, vehicles are divided into four main cat-
egories, namely conventional vehicles, hybrid electric 
vehicles (HEV), fuel cell tank electric vehicles (FCEV), 
and battery electric vehicles (BEV). This category also 
shows the direction of increasing electrification. The 
energy source for conventional vehicles and HEVs is gas-
oline or diesel, which are the main contributors to carbon 
radiation in the environment. However, when compared 
with conventional vehicles, the level of carbon emissions 
from HEVs is lower, because HEVs also use batteries as 
an energy source. HEV fuel efficiency increases, fuel con-
sumption costs are reduced, refueling is easy, and energy 
recovery occurs when braking [4, 5]. However, the initial 
cost of HEV is higher due to the need to procure batteries, 
while CO2 emissions also still occur.

The third and fourth types of vehicles are known as ze-
ro-emission vehicles, which depend on hydrogen fuel cells and 
batteries respectively [6]. FCEVs are very high energy, with 
higher efficiency than conventional vehicles and HEVs [7]. 
This type also could regenerate power through the braking 
process. Completely free from petroleum-based fuels. The 
disadvantages are high initial capital, the need to pay atten-
tion to hydrogen generation issues, and security of onboard 
storage. FCEV vehicles are still in the development stage and 
mass production scalability has not yet been achieved.

BEV vehicles are purely battery-powered. Having the 
same advantages as HEV and FCEV types, pure BEVs are 
free of toxic emissions and noise, have lower maintenance and 
operational costs, are easier to mass produce, with energy 
supplies that can be localized in most areas of the earth [7, 8]. 
However, battery procurement is expensive, the weight of the 
battery is a burden on the vehicle, the battery charging time is 
relatively long, and new infrastructure is still needed.

With the issue of depleting petroleum-based energy, 
it appears that EVs are the vehicle choice of the future. In 
this case, the battery is the most important part of the EV. 
Batteries convert chemical energy into electrical energy. 
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method for battery EV and plug-in hybrid EV 
because it produces high power >10 kW. For power 
below 10 kW, it is recommended to use a sinusoidal, 
Z-Source, and boost amplifier type converter. The 
smart charging (SC) system will be applied to 
electric vehicles, which only require a minimum 
charging power of around 169 W for four lead acid 
batteries. This paper focuses on an SC system that 
is capable of charging the battery quickly while 
still paying attention to the state of health (SoH) 
of the battery. The SC developed uses a DC-DC 
boost converter to increase the voltage produced by 
the switch mode power supply (SMPS). Estimated 
charging time is less than 30 minutes and still 
pay attention to the battery SoH. SC will also 
use pulse width modulation (PWM) as a duty 
power cycle regulator. This research applies a 
multi-layer perceptron (MLP) classifier to a neural 
network (NN). The results of the research show 
that smart charging can charge up to 600 W with 
an estimated charging time of around 11 minutes. 
The charging condition is above 60 % and the 
power duty cycle setting is 100 %. The power 
estimation results processed using the ant colony 
optimization (ACO) based neural network method 
show a root mean square deviation value of 
0.010013430 for charging four lead acid batteries. 
These results are useful to help solve the problem of 
capacity requirements and battery charging speed 
for EVs, with good SoH
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voltage is kept constant during the charging process. The cur-
rent will increase during the initial charging process or when 
the battery is empty, then will gradually decrease after there is 
a charge from the charger because there is an increase in reverse 
current. The CV charging method allows for fast charging and 
is feasible for lead-acid battery types but is not suitable for Ni-
MH or Li-Ion types. The paper [16] focused on online monitor-
ing of battery SoC and SoH to follow developments in the use 
of IoT technology, which was starting to develop at that time. 
They seem to be trying to make it easier for users to monitor 
the charging process. This trend, including the advantages of 
using certain batteries, can be seen in the results of the review 
in references [18, 19].

The paper [24] mentioned that constant current (CC) 
charging is rarely implemented in lead-acid batteries. In the 
CC charging method, batteries are arranged in series to form 
groups, where each group is charged from a DC source load-
ed by a rheostat (variable electrical resistance). During the 
charging period, the current will remain constant by reducing 
the resistance in the circuit as the battery voltage rises. To 
avoid excessive heat (overheating), the charging process is car-
ried out in two stages. In the beginning, the current supplied is 
higher and as it approaches final charging it decreases. In this 
method, the charging current is set at around one-eighth or 
10 % of the current in the battery. The CC charging process re-
quires a longer estimated time and is dangerous if overcharging 
occurs. The papers [16, 19] proved that this charging method 
is suitable for Ni-MH types. Thus, handling charging for lead 
acid batteries safely is a research challenge that can still be 
developed. It will be the potency of research novelty.

Referring to [16, 25], it can be said that the CC-CV 
method is a very popular method recently. CC-CV is a 
combination of two methods that have been discussed previ-
ously. The paper [18] also discussed that the CC-CV method 
allows for fast charging without the risk of overcharging and 
is suitable for various types of batteries. However, different 
methods will produce different results. Choosing the right 
charging process control method and system is the key to the 
successful implementation of electric vehicles.

The papers [4, 16] then notified that fast charger is a 
CC-CV charging model, even though the slow battery charging 
process is a type of charging that is highly recommended be-
cause it can extend battery life and is safe for the battery. Slow 
charging is usually referred to as normal charging, and is no 
longer the standard for EV charging, although it is still used 
in some countries. On the other hand, fast charging needs to 
be avoided unless due to limited time available. Fast charging 
can reduce battery life. However, renewable chargers are able to 
overcome the bad effects resulting from fast charging by adding 
a control system or smart charger. Smart chargers can monitor 
the state of charge (SoC) during charging, temperature and 
time during the charging process. The purpose of using a smart 
charger is to determine the charging current and stop charging. 
For the smart charging classification, there is level 3, which 
is implemented for AC and DC. Level 3 AC voltage produces 
power between 22–43.5 kW with an estimated charging time 
of 10–30 minutes. AC voltage level 3 chargers have been imple-
mented in China. Currently, the papers [24, 26] mentioned that 
the lead-acid battery charging process needs to be developed 
by taking into account charging estimation and battery state 
of health (SoH). These studies emphasize the need for safe fast 
charging methods to support the implementation of electric 
vehicles. The SoH parameter will be one of the important pa-
rameters that must be considered.

There are two types of batteries, namely primary batteries 
and secondary batteries [9, 10]. Primary batteries cannot be 
recharged, while secondary batteries can be recharged [11]. 
Lead acid, nickel-cadmium, nickel-metal hydride (Ni-MH), 
lithium-ion (Li-Ion) and polymer lithium-ion are commonly 
used rechargeable batteries [12]. This type of lead-acid battery 
is easy to get and has an affordable price. This type of battery 
is a major factor in use in EVs [13–16]. For lead-acid batteries, 
the required voltage is between 13.2–14.7 V, while for general 
batteries it is 12 V. There are several methods for charging 
batteries, including constant voltage (CV), constant cur-
rent (CC), and constant current-constant voltage (CC-CV).  
Filling lead acid using CC-CV is considered more appropriate 
than other methods because this method is a combination 
of the two previous methods. CC-CV is considered capable 
of reducing charging time and increasing capacity faster by 
up to 20 %, with minimal overcharging [17, 18]. However, 
research developments in this field generally refer to world 
EV developer standards [19], which began in 2009 for fast 
charging technology. Research areas include inlet connector 
design innovation, max voltage (500–1000 volts), max cur-
rent (250–631 A), max power (185–400 kW), max market 
power (125–350 kW), communication protocol, and vehicle 
to everything (V2X) function technology [20]. The latest 
research starting in 2020 was carried out in ChaoJi standards 
for different electrical configurations, namely 1500 V, 600 A 
and 900 kW. This research is still in the development stage, so 
market power is not yet available. By referring to previously 
developed technology, it is possible that the resulting max 
market power could be equal to 900 kW. In this case, the com-
munication protocol used is controller area network (CAN). It 
appears that the problem of battery charging is still a concern 
and requires development. This shows that the topic discussed 
in this research is still relevant. 

2. Literature review and problem statement

The papers [21–23] mentioned that during the charging 
process, the voltage on the battery will increase to the max-
imum voltage. The battery charger voltage must be at least 
1 volt higher than the voltage of the battery to be charged. 
In [21], the battery charging process runs CC-CV using 
Atmega16 microcontroller control. This is done to avoid 
complex mathematics-based designs. The paper [22] special-
izes in charging designs for 72 volt voltage to accommodate 
the scarcity of 72 volt chargers in Indonesia. However, this 
research is directed at 2-wheeled vehicles. The target of 
2-wheeled vehicles is also the research focus of [23] who 
designed a boost converter. This refers to the conditions 
in Indonesian society in particular, which are starting to 
use electric bicycles a lot. In the case of lead-acid batteries, 
lead (Pb) is used on both electrodes as the active material. 
In a charged condition, the positive electrode on lead acid 
consists of lead dioxide (PbO2) while the negative electrode 
consists of pure lead (Pb). The charging process occurs when 
the battery is supplied with an electric source whose voltage 
value has been adjusted to the battery specifications. The 
charging process in [21–23] suits with this kind of battery. 

The papers [16, 18, 19] discussed the constant voltage (CV) 
charging method, which is the most common method of 
charging lead-acid batteries. This method can reduce the es-
timated battery charge and capacity by up to 20 % but can 
reduce battery efficiency by around 10 %. In this method, the 
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process based on ant colony optimization machine learning for 
controlling lead-acid battery charging capacity.

3. The aim and objectives of the study

The aim of the study is to develop a smart charging 
process for controlling lead acid battery charging capac-
ity, using a DC-DC boost converter system in a smart 
charging system, with the duty power cycle regulation 
using pulse width modulation and ant colony optimization 
machine learning (ACO-ML). This will allow the potency 
of charging model development for lead acid battery in EV 
vehicles. 

To achieve this aim, the following objectives are accom-
plished:

– to get the parameter validation with the best root 
mean square error (RMSE) value of smart charging;

– to determine the accuracy and performance level of 
the network model based on parameters obtained in the 
best RMSE.

4. Materials and methods

The object of the research is smart charging model. The 
smart charging modeling circuit diagram for charging lead 
acid batteries for electric vehicles is shown in Fig. 1, 2. The lead 
battery was chosen because the charging model studied was 
applied to an electric car model owned by the university. The 
choice of voltage value is also based on the needs of that model 
of electric car.

In [27], it can be found that research in the development 
of smart charging (EVSC) is currently being carried out. The 
areas studied include the benefits and challenges of EVSC pro-
cedures from various points of view, the role of EV aggregators 
in EVSC, charging methods and objectives, and the infrastruc-
ture required to implement EVSC. These studies also discuss 
additional services provided by EVSCs and EV load forecast-
ing approaches. EV load forecasting is an interesting area of re-
search related to EVSC design. Estimating EV loads is import-
ant to obtain optimal operating conditions while meeting grid 
requirements. Although it is impossible to predict the load of 
each EV due to differences in travel patterns, the paper [28] dis-
cussed that load forecasting techniques can be carried out us-
ing time series models, support vector machines, and machine 
learning. Machine learning has been applied in various sectors, 
for various purposes. Recent research in [29] utilizes machine 
learning combined with blockchain technology to meet smart 
grid needs. The advantages of machine learning, which allows 
scheduling of energy use with a large database, have been de-
veloped by [30] for the latest smart grid research in terms of 
detecting incorrect data injection. The paper [31] introduced 
a time variation-based energy system operating framework, 
while [32] worked on modeling the identification and detection 
of cyber attacks, the paper [33] focused on electricity theft 
detection algorithm, and [34] researched on demand response 
capacity-based energy management system. In this case, it ap-
pears that machine learning optimization using the ant colony 
optimization machine learning (ACO-ML) control system has 
not yet appeared in the latest research. ACO-based optimiza-
tion technique has also not been found in a search of recent 
publications for the energy or EV sector. All this allows us to 
assert that it is expedient to conduct a study on smart charging 

 

  Fig. 1. Block diagram of smart charging model: research framework
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The overall design of smart charging consists of a 
switched mode power supply (SMPS), DC Boost Con-
verter, and PWM DC Speed Controller. In this smart 
charging system designed, the voltage will be generated 
by the SMPS and increased by the DC Boost Converter 
according to the voltage required when charging. Fur-
thermore, the PWM DC Speed Controller has a function 
as a duty power cycle regulator during the charging pro-
cess. How the designed smart charging system works is 
shown in Fig. 3.

The battery charging process begins by connecting the 
battery to smart charging, then charging with constant 
current. The battery voltage will increase until it reaches 
the required voltage. Smart charging is also connected 
to the ACS712 voltage and current sensor module, where 
this electronic module can measure voltage as well as 

current in a circuit. Next, the voltage and current data 
from the sensor will be processed on a programmed mi-
crocontroller so that the voltage and current data will 
appear in the serial monitor and the SOC on the battery 
will appear on the PZEM-015 module. Data that has 
been processed by the microcontroller will also be re-
corded on the serial monitor screen record. The data was 
then transferred into the Microsoft Excel program. This 
data collection process is summarized in the diagram  
in Fig. 4.

Data obtained from the monitoring system during 
filling will be processed using the Microsoft Excel and 
RapidMiner Studio applications. From the literature re-
view and methods design, it is hypothesized that with ant 
colony optimization modeling, smart charging will give 
better characteristics of SoH.

 

a

 
b

Fig. 2. Block diagram of smart charging model: 	
a – schematic; b – design result
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5. Results of the development of a control system with 
ant colony optimization modeling 

5. 1. Parameter validation with the best root mean 
square error value

The results of data processing in the RapidMiner appli-
cation are actual power values and estimated power. Both 

data are then returned to the Microsoft Excel applica-
tion. The power estimation process in the RapidMiner 
application can be seen in Fig. 5.

The first step in implementing a neural network 
for processing current and voltage measurement data 
is to read Excel in the operator menu. This operator is 
useful for reading processed Excel data from raw data. 
The result of the data processing process in the Excel 
application is data normalization. Normalized data is 
used for power estimation. Voltage and current data 
are network input, while power data is network output. 
To provide a difference between input data and output 
data, the data used for the output data has its attributes 
changed to labels.

The next step is to split the data. Neural network 
data algorithms are usually divided into 3, namely 
training data, test data and validation data. This data 
division can only be used for large data, while for 
small data it is enough to just use training data and 
test data. In this research, the data will be divided 
into 2, namely training data and test data. The com-
parison of training data and test data is 80 %:20 % 
or 0.8:0.2.

After splitting the data, cross validation is carried 
out, which is a method used to evaluate a model or al-
gorithm. The appearance of the application is shown in 
Fig. 6. This method is used if the amount of data used is 
limited. The data is separated into two learning subsets 
and validated by a validation subset. After the overall 
data is divided by the split data operator, cross valida-
tion will be carried out on the training data by dividing 
the training data again randomly and evenly into k-sub 
parts. The parameter value in cross validation is the K 
value.

According to research, the value K=10 is the best 
K value to use. This value is used to obtain the most 
optimal level of accuracy. This process is called the 
training process, where the results are used to test the 
network model. In the testing process, the training 
network model will be tested for its level of accuracy 
using test data so that the performance of the net-
work model can be seen on the training data and test 
data. This research uses 2 neurons in the input layer, 
4 hidden layer neurons, and 1 neuron in the output 
layer (Fig. 7).

The performance test is then used to evaluate 
network performance. In this research, performance 
regression is used to determine the performance of 
the network model. Regression is a technique used to 
predict numerical values and is a statistical measure 
used to determine the strength of the relationship 
between a dependent variable (label attribute) and 
several other attributes called independent variables 
(regular attributes). In this performance, the output 
produced is in the form of label attributes and predic-
tion attributes. The label attribute stores the actual 
power value while the prediction attribute stores the 

label value predicted by the neural network. The calcu-
lation method used is root mean square error (RMSE). 
The smallest RMSE was found as 0.010013430, is cho-
sen so that the target power value is close to the actual 
power. The parameters used during the training process 
simulation to obtain the smallest RMSE value are shown 
in Table 1.
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  Fig. 3. Flow diagram of how smart charging works
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  Fig. 4. Block diagram of the data retrieval process when charging
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The parameters in Table 1 are the parameters that will 
be used in the charging system optimization process. These 

parameters are parameters that are thought to provide the 
best results in the charging process using ACO modeling.

 
  

Fig. 5. Neural network scheme for the power estimation process in RapidMiner

 

 
 

  Fig. 6. Cross validation process



Eastern-European Journal of Enterprise Technologies ISSN 1729-3774	 3/5 ( 129 ) 2024

58

Table 1

Neural network training parameters 

Parameter Count Notes

Input neuron 2 Voltage and Current Value

Hidden neuron 3 –

Epoch Trial-error 250, 500, 750, and 1,000

Learning rate Trial-error 0.1–0.5

Momentum Trial-error 0.1–0.5

Output neuron 1 Power Estimation Value

5. 2. The accuracy and performance level of the net-
work model

After getting the smallest RMSE value in the train-
ing process, the network model is then used to be tested 
using test data. This aims to determine the level of accu-
racy and performance of the network model that has been  
trained.

The research method process flow is used to collect 
data on the battery charging process at 4 different voltag-
es, namely for charging 12, 24, 36 and 48 V batteries. The 
charging process for 12 V batteries is carried out with the 
following conditions:

– total charging time: 6 minutes;
– average charge current: 4.5 A;
– data retrieval interval: 2 seconds;
– initial battery SOC: 62 %.
Examples of data obtained from the battery charging 

process are shown in Table 2.
When charging a lead acid battery, the initial voltage 

measured is 12.08 V so the voltage needs to be increased. 
When the initial SOC is around 62 %, the measured voltage 
is 12.19 V and the current is 5.5 A. When the initial SOC 

shows 100 %, which indicates the lead acid battery is fully 
charged, the measured battery voltage is 13.2 V and the cur-
rent is 3.1 A with an estimated charging time of 6 minutes. 
So to charge four batteries with a SOC of around 60 % sepa-
rately will take an estimated time of 36 minutes.

In the same way, the charging process for 24 V bat-
teries (2x12 V) is carried out with a total charging time 
of 6 minutes, an average charge current of 5.38 A, a data 
collection interval of 2 seconds, and an initial battery 
SOC of 67 %. When charging two lead acid batteries, the 
initial measured voltage is 25.1 V so the voltage needs 
to be increased from 12 V to 25.2 V. The initial SOC 
measured when charging the battery is around 67 % for a 
voltage of 25.2 V and a current of 8.5 A. When the initial 
SOC shows 100 %, the measured battery voltage is 27.2 V 
and the current is 3.1 A with an estimated charging time 
of 6 minutes. When charging two batteries simultaneous-
ly, the batteries are arranged in series, so it is estimated 
that charging two batteries in stages with an SOC of 67 % 
takes around 12 minutes.

The charging process for 36 V batteries (3×12 V) is 
carried out with a total charging time of 8 minutes, an 
average charge current of 5.36 A, a data collection in-
terval of 2 seconds, and an initial battery SOC of 59 %. 
When charging three lead acid batteries arranged in 
series, the measured voltage is 36.2 volts so the charging 
voltage needs to be increased from 12 volts to 37.3 volts. 
The initial SOC measured when the battery is about 59 % 
charged is a voltage of 36.2 V and a current of 8.5 A. 
When the initial SOC shows 100 %, the measured battery 
voltage is 41.3 V and a current of 3.1 A with an estimat-
ed charging time of 8 minutes. Charging three batteries 
simultaneously with SOC 59 % takes an estimated time 
of 8 minutes.

 
  

Fig. 7. Network model display based on test data results
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The charging process for 48 V batteries (4×12 V) is car-
ried out with a total charging time of 10 minutes, an average 
charge current of 5.60 A, a data collection in-
terval of 2 seconds, and an initial battery SOC 
of 48 %. When charging four lead acid batter-
ies arranged in series the measured voltage is 
46.7 V so the voltage needs to be increased 
to 47.8 V. The initial SOC measured when the 
battery is charged at around 48 % is a voltage 
of 47.8 V and a current of 10.5 A. When the 
initial SOC shows 100 % the measured bat-
tery voltage is 54.3 V and current 3.1 A with 
an estimated charging time of 10 minutes. 
Charging four batteries simultaneously takes 
an estimated time of 10 minutes.

The data that has been previously ob-
tained is used for the system training process. 
The resulting training parameters can be seen 
in Table 3.

Table 3

Resulting training parameters

Battery 
(V)

Epoch
Learning 

Rate
Momentum RSME

12 1000 0.4 0.5 0.004652485

24 1000 0.1 0.5 0.0049304

36 1000 0.1 0.5 0.0048831

48 1000 0.5 0.5 0.0043168

By using the parameters in Table 3, the 
charging training results graph for the 4 bat-
tery categories mentioned above can be seen 
in Fig. 8–11.

It can be seen that the training process 
gives almost identical results for predictive 
power and yield power, except at certain 
points (note the graph insert). With the above 
results, the network is tested with test data 
randomly selected by the system. Testing was 
carried out to determine network performance 
in the battery power estimation process. The 
testing process uses test data of 20 % of the 

total amount of data. The test results graph can be seen 
in Fig. 12–15.

Table 2

12 Volt battery charging results

Data No. Time (s) Voltage SMPS (V) Voltage DC Boost (V) Current (A) Power (W) SOC (%) PWM (%)

1 2 11.5 12.197 5.565 67.876 62 100

2 4 11.5 12.203 5.765 70.350 62 100

3 6 11.5 12.209 5.675 69.286 62 100

4 8 11.5 12.215 5.555 67.854 63 100

5 10 11.5 12.221 5.465 66.788 63 100

6 12 11.5 12.227 5.765 70.489 63 100

7 14 11.5 12.233 5.876 71.881 63 100

8 16 11.5 12.239 5.768 70.595 63 100

9 18 11.5 12.245 5.657 69.270 64 100

10 20 11.5 12.251 5.565 68.177 64 100

Until

174 348 11.8 13.235 3.07 40.631 100 99

175 350 11.8 13.241 3.071 40.663 100 99

176 352 11.8 13.247 3.068 40.642 100 99

 

 
 

  Fig. 8. Curve of 12 Volt charging training data 
 

 
 

  Fig. 9. Curve of 24 Volt charging training data
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The model performance testing process still pro-
duces slight deviations when compared with the system 

training results. However, the filling process pattern is  
identical.

 
 

 
 

  Fig. 10. Curve of 36 Volt charging training data

 

 
 

  Fig. 11. Curve of 48 Volt charging training data

 

 
 

  Fig. 12. Result of 12 Volt battery charging test
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6. Discussion of the ACO modeling performance

The training and testing process to determine power 
estimates is carried out by the neural network method using 
the RapidMiner application. The RapidMiner application is 

freeware. Using freeware applications does not require soft-
ware licensing fees to be used. The choice of this application 
as a training tool is also based on the program operators 
provided, so that it can be used according to the user’s needs. 
This application does not require any special programs to 

 
 

 
 

  Fig. 13. Result of 24 Volt battery charging test
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  Fig. 14. Result of 36 Volt battery charging test 
 

 
 

  Fig. 15. Result of 48 Volt battery charging test
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be added for the operating process. The training process on 
battery charging data obtained the best parameter results 
as shown in Table 3. If observed, the difference in results 
between each parameter does not have a significant differ-
ence, however to estimate power a high level of accuracy is 
needed so the parameter that produces the smallest RMSE is 
selected. The neural network architecture model that is de-
signed divides the training data and test data by 80 %:20 %. 
This neural network architecture model has 3 layers with 
2 neurons in the input layer, 4 neurons in the hidden layer 
and 1 neuron in the output layer. 

The level of accuracy of a neural network depends on 
the architectural model created, namely the number of iter-
ations, learning rate and momentum. These parameters are 
related to each other and have their respective roles. In this 
study, there were two charging conditions, namely 24 volts 
and 36 volts (Fig. 8–11), which used the same number of 
iterations and learning rate, namely 1000 iterations and a 
learning rate of 0.1. These two parameters play an important 
role in producing a network that has optimal performance. 
The number of iterations shows the network’s effort to learn 
data to produce input values that are close to the target. The 
greater the number of iterations, the more the network learns 
the data. To avoid the network losing learning patterns, 
an appropriate learning rate is given. Learning rate shows 
the rate of learning at each iteration. However, it should be 
noted that the number of iterations and learning rate affect 
the time required by the network to produce the appropriate 
output value.

The number of neurons in the hidden layer also plays 
an important role (Fig. 7). There is no specific theory that 
states the ideal number of neurons in the hidden layer. This 
number of neurons was obtained from the experimental pro-
cess during the simulation. According to several previous 
studies, the use of one hidden layer is sufficient to produce a 
high level of accuracy.

After carrying out the training process and obtaining 
the correct parameters for estimating charging power, the 
testing process on the performance of the architectural 
model resulting from the training process obtained an 
RMSE value of 0.008001879 for 12 volt battery charging 
data, RMSE 0.005887915 for 24 volt battery charging data, 
RMSE 0.005970755 for 36 volt battery charging data, and 
RMSE 0.010013430 for 48 volt charging data. The results 
of this test are not too different from the training results, so 
it can be said that the neural network architectural model 
designed to determine power estimates in smart charging 
systems is very good. The fast charging SoC value is usually 
less than 80 % of the nominal battery capacity. The DC fast 
charging (DCFC) condition is capable of providing 50 kW 
or more, while the ultra-fast charging category is usually 
capable of providing 150 kW or more. Mega charging condi-
tions are referred to refs [35–37], in the context of charging 
up to 80 % SoC within 10 minutes, at a speed of 6–9E, or 
greater than 300 kW.

The neural network architecture model to obtain the 
best RMSE is based on the ACO method, which was perfect-
ed by Dorigo [38] in 2006. ACO is an optimization that imi-
tates ant behavior as a computational intelligence technique. 
The principle of the ant colony optimization algorithm is 
inspired by the behavior of ant colonies in searching for food 
sources based on pheromones. Pheromones are substances 
originating from the endocrine glands of ants, which can be 
used to identify fellow colonies, remember the way home, 

and find the quickest path to food [39]. Ants always look for 
the fastest route between home and food sources. The short-
est path is marked by the number of pheromones left by the 
ants that pass through it. As more ants favor a path, its pher-
omone trail strengthens, while pheromones on other paths 
evaporate. This concept is widely applied to solve problems 
that consist of many variables. In this research, the shortest 
path is used to obtain the smallest RMSE, which indicates 
the smallest difference between training parameters and test 
parameters in Fig. 12–15.

In a battery charging system, ACO is used to find a 
fast and safe current charging pattern for each battery. The 
amount of charging current is assumed to be a path that can 
be traversed by ants and the charging duration is assumed to 
be the distance between paths, so that ACO is used to find 
charging current patterns based on charging duration. The 
ACO termination process consists of 4 stages, namely:

1) initialization, which is the preparation stage for ACO 
algorithm parameters such as path or node variables, and time, 
which can be assumed to be the distance between 2 points;

2) random distribution of ants. At this stage, as many 
as K ants are distributed to analyze each node, so that the 
ants can leave the initial pheromone level, which will be 
processed further;

3) pheromone calculation, where the addition and evapo-
ration of pheromones occurs, which continues to be updated 
during the process;

4) the path selection process based on the principle of 
probability, where the path that has a higher pheromone 
level will have a greater probability. 

This path selection process is carried out repeatedly until 
the best or fastest path (smallest RMSE) is obtained. This is 
in accordance with the application of ACO by its inventor in 
1992 for the Traveling Salesman Problem [40].

Although this research shows optimum results for the fast 
charging process on lead acid batteries safely, it does not make 
comparisons with other types of batteries. Research on the 
lead acid charging process still needs a lot of development, but 
a comparison of ACO modeling performance on other types of 
batteries will further strengthen the validity of the findings. 
This weakness is also a potential for developing research for 
the fast charging process, including developing methods to in-
crease battery life that can meet the power usage requirements 
for electric cars, matching the capabilities of fossil-based fuels.

7. Conclusions

1. The training process produces the smallest RMSE 
value as 0.010013430. These findings ensure that the tar-
get power value is close to the actual power. Then, it can 
be concluded that DC Boost Converter can be used as a 
voltage increaser from 12 volts to 60 volts, adjusting to the 
number of batteries and the voltage required when charging 
the battery. PWM to regulate the duty cycle does not have 
a significant influence but is set to use a 100 % duty cycle 
setting. If a duty cycle use is below 100 %, there will be a 
voltage drop of around 2 volts during the OFF condition, 
this affects the battery charging condition, which results in 
a slower charging estimate. 

2. The neural network model can be applied to estimate 
the state of charge of lead acid batteries using the parameters 
in RMSE value. The parameters used have obtained output 
results that are close to the target using the ACO method. 
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The resulting neural network architecture design consists of 
3 layers, which include 2 neurons in the input layer, 4 neu-
rons in the hidden layer, and 1 neuron in the output layer. 
This architecture was successfully used in four conditions, 
namely 12 volt, 24 volt, 36 volt and 48 volt charging. 
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