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The object of the study is decision sup-
port systems.

The problem of increasing decision-mak-
ing efficiency in conditions of uncertainty 
and a set of different parameters was solved 
using a bio-inspired algorithm.

The subject of the study is the deci-
sion-making process in management prob-
lems using the heron flock algorithm, the 
improved genetic algorithm and evolving 
artificial neural networks.

A solution search method using the 
improved heron flock algorithm is pro-
posed. The study is based on the heron 
flock algorithm to find a solution regarding 
the object state. Evolving artificial neural 
networks are used to train the heron flock 
algorithm, and an advanced genetic algo-
rithm is used to select the best individuals 
of the heron flock. The method has the fol-
lowing sequence of actions:

– input of initial data;
– setting agents on the search plane;
– numbering heron agents in the flock;
– setting the initial velocity of heron 

agents;
– waiting strategy for heron agents;
– aggressive strategy;
– checking the discriminatory condition;
– selection of the best individuals from 

the heron flock;
– ranking and sorting the obtained so- 

lutions;
– training heron knowledge bases;
– determining the amount of necessary 

computing resources of the intelligent deci-
sion support system.

The originality of the proposed method 
consists in setting heron agents taking into 
account the uncertainty of the initial data, 
the noise degree of data about the analysis 
object state. The method makes it possible 
to reduce the time for decision-making at 
the level of 22–26 % due to the use of addi-
tional improved procedures. The proposed 
method should be used to solve the prob-
lems of evaluating complex and dynamic 
processes in the interest of solving national 
security problems
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1. Introduction

The theory of artificial intelligence has taken an impor
tant place in solving optimization problems in the search 

for solutions in various fields of human activity. Such com-
ponents of artificial intelligence theory are metaheuristic 
algorithms, evolutionary algorithms, bio-inspired algorithms 
and physics-inspired algorithms [1–3].
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Due to the global optimal and gradient-free solution, 
metaheuristic algorithms are widely used to solve problems 
of finding solutions regarding the state of complex hierarchi-
cal systems and then make appropriate decisions.

Metaheuristic algorithms imitate natural phenomena by 
modeling the behavior of animals and other microorganisms. 
These algorithms are generally inspired by three concepts: spe-
cies evolution, biological behavior and physical principles [4–6].

Evolutionary algorithms generate different solution spa
ces for optimization problems by simulating the diversity of 
species evolution, cross-mutation and survival of the fittest 
individuals [7–9].

Physics-inspired optimization algorithms apply physical 
principles as a way to achieve an optimal solution.

Bio-inspired algorithms imitate the behavior of living 
organisms, such as predation, search for migration, growth 
and aggregation pathways in order to solve numerical opti-
mization problems [10–13].

Metaheuristic algorithms have achieved excellent per-
formance results in various subject areas of human activity. 
However, there is no close to ideal optimization method that 
can solve all optimization problems. In other words, if an op-
timization algorithm is suitable for one class of optimization 
problem, it may not be suitable for another. Alternatively, the 
search efficiency of an optimization algorithm is inversely 
related to its computational complexity and a certain amount 
of computational cost to increase search efficiency. An ob-
vious advantage of metaheuristic algorithms, in addition to 
solving large-scale problems, is taking into account the expe-
rience of solving the problem by previous agents. One such 
metaheuristic algorithm is the heron flock algorithm.

Given the above, an urgent scientific task is to develop  
a solution search method using an improved heron flock algo-
rithm, which would increase the efficiency (reduce the time) 
of decisions on managing the parameters of the control object 
with a given reliability.

2. Literature review and problem statement

The work [9] presents a cognitive modeling algorithm. The 
main advantages of cognitive tools are determined. The short-
comings of this approach include the lack of consideration of 
the type of uncertainty about the state of the analysis object.

The work [10] disclosed the essence of cognitive model-
ing and scenario planning. A system of complementary prin-
ciples of building and implementing scenarios is proposed, 
different approaches to building scenarios are highlighted, 
the procedure for modeling scenarios based on fuzzy cogni-
tive maps is described. The approach proposed by the authors 
does take into account the type of uncertainty about the state 
of the analysis object and the noise of the initial data.

The work [11] carried out an analysis of the main ap-
proaches to cognitive modeling. Cognitive analysis allows 
you to: investigate problems with fuzzy factors and relation-
ships; take into account changes in the external environment 
and use objectively formed trends in the development of the 
situation to your advantage. At the same time, the issue of de-
scribing complex and dynamic processes remains unexplored 
in this work.

The work [12] presents a method of analyzing large data 
sets. The specified method is focused on finding hidden infor-
mation in large data sets. The method includes the operations 
of generating analytical baselines, reducing variables, detect-

ing sparse features and specifying rules. The disadvantages of 
this method include the impossibility of taking into account 
different decision evaluation strategies, the lack of consider-
ation of the type of uncertainty of the input data.

The work [13] presents a mechanism of transformation of 
information models of construction objects to their equiva-
lent structural models. This mechanism is designed to auto
mate the necessary conversion, modification and addition 
operations during such information exchange. The disadvan-
tages of the mentioned approach include the impossibility 
of assessing the adequacy and reliability of the information 
transformation process and making appropriate correction of 
the obtained models.

The work [14] developed an analytical web platform 
to study the geographical and temporal distribution of 
incidents. The web platform contains several information 
panels with statistically significant results by territory. The 
disadvantages of the specified analytical platform include the 
impossibility of assessing the adequacy and reliability of the 
information transformation process and high computational 
complexity. Also, one of the shortcomings of the mentioned 
research is that the search for a solution is not unidirectional.

The work [15] developed a method of fuzzy hierarchical 
assessment of library service quality. The specified method 
allows you to evaluate the quality of libraries based on a set of 
input parameters. The disadvantages of the specified method 
include the impossibility of assessing the adequacy and reli-
ability of the assessment and, accordingly, determining the 
assessment error.

The work [16] carried out an analysis of 30 algorithms for 
processing large data sets. Their advantages and disadvan-
tages are shown. It was found that the analysis of large data 
sets should be carried out in layers, take place in real time and 
have the opportunity for self-learning. The disadvantages of 
these methods include their high computational complexity 
and the impossibility of checking the adequacy of the ob-
tained estimates.

The work [17] presents an approach for evaluating input 
data for decision support systems. The essence of the proposed 
approach consists in clustering the basic set of input data, 
analyzing them, after which the system is trained based on the 
analysis. The disadvantages of this approach are the gradual 
accumulation of assessment and training errors due to the lack 
of an opportunity to assess the adequacy of decisions made.

The work [18] presents an approach to processing data 
from various sources of information. This approach allows 
you to process data from various sources. The disadvantages 
of this approach include the low accuracy of the obtained 
estimate and the impossibility of verifying the reliability of 
the obtained estimate.

The work [19] carried out a comparative analysis of exist-
ing decision support technologies, namely: analytic hierarchy 
process, neural networks, fuzzy set theory, genetic algorithms 
and neuro-fuzzy modeling. The advantages and disadvan-
tages of these approaches are indicated. The scope of their 
application is defined. It is shown that the analytic hierarchy 
process works well provided complete initial information, 
but due to the need for experts to compare alternatives and 
choose evaluation criteria, it has a high share of subjectivity. 
For forecasting problems under risk and uncertainty, the use 
of fuzzy set theory and neural networks is justified.

The work [20] developed a method of structural and 
objective analysis of the development of weakly structured 
systems. An approach to the study of conflict situations 



Eastern-European Journal of Enterprise Technologies ISSN 1729-3774	 2/4 ( 128 ) 2024

40

caused by contradictions in the interests of subjects that 
affect the development of the studied system and methods of 
solving poorly structured problems based on the formation of 
scenarios for the development of the situation. At the same 
time, the problem is defined as the non-compliance of the 
existing system state with the required one, which is set by 
the management subject. The disadvantages of the proposed 
method include the problem of the local optimum and the 
inability to conduct a parallel search.

The work [21] presents a cognitive approach to simu-
lation modeling of complex systems. The advantages of the 
specified approach, which allows you to describe the hierar-
chical components of the system, are shown. The shortcom-
ings of the proposed approach include the lack of consider-
ation of the computing resources of the system.

The work [22] indicated that the most popular evolu-
tionary bio-inspired algorithms are the so-called «swarm» 
procedures (Particle Swarm Optimization – PSO). Among 
them, there are cat swarm optimization algorithms (CSO), 
which are very promising both in terms of speed and ease of 
implementation. These algorithms have proven their effec-
tiveness in solving a number of rather complex problems and 
have already undergone a number of modifications. Among 
the modifications, procedures based on harmonic search, 
fractional derivatives, adaptation of search parameters and, 
finally, «crazy cats» can be noted. At the same time, these 
procedures are not without some drawbacks that worsen the 
properties of the global extremum search process. One such 
algorithm is the heron flock algorithm.

An analysis of the works [9–22] showed that the common 
shortcomings of the above studies are:

– the lack of possibility of forming a hierarchical system 
of indicators;

– the lack of consideration of computing resources of the 
system;

– the lack of mechanisms for adjusting the system of indi-
cators during the assessment;

– the lack of consideration of the type of uncertainty and 
noise of data on the state of the analysis object, which creates 
corresponding errors while assessing its real state;

– the lack of deep learning mechanisms for knowledge 
bases;

– high computational complexity;
– the lack of search priority in a certain direction.
The problem to be solved in the study is to increase the 

efficiency of solving the problems of analysis and multidi-
mensional forecasting of the object state while ensuring the 
given reliability.

For this purpose, it is proposed to develop a solution 
search method using an improved heron flock algorithm.

3. The aim and objectives of the study

The aim of the study is to develop a solution search 
method using an improved heron flock algorithm. This 
will increase the efficiency of assessment and multidi-
mensional forecasting with a given reliability and deve
lopment of subsequent management decisions.

To achieve the aim, the following objectives were set:
– to develop an algorithm for the solution search 

method using the improved heron flock algorithm;
– to give an example of using the method in analyzing 

the operational situation of a group of troops (forces).

4. Materials and methods

The object of the study is decision support systems. The 
subject of the study is the decision-making process in ma
nagement problems using an improved heron flock algorithm, 
an improved genetic algorithm and evolving artificial neural 
networks.

The hypothesis of the study is the possibility of increas-
ing decision-making efficiency with a given assessment 
reliability.

Simulation of the proposed method was carried out in 
the MathCad 14 software environment (USA). The problem 
solved during the simulation was to assess the elements of 
the operational situation of a group of troops (forces). The 
hardware of the research process is AMD Ryzen 5.

The operational group of troops (forces) was considered 
as an object of assessment and management. The operational 
group of troops (forces) formed on the basis of an operational 
command with a standard composition of forces and means 
according to the wartime state and with a range of responsi-
bilities under current regulations.

The research is based on the heron flock algorithm for 
finding a solution regarding the object state. Evolving artifi-
cial neural networks are used to train heron agents (HA), and 
an advanced genetic algorithm is used to select the best HA.

5. Results of developing a solution search method using 
the improved heron flock algorithm

5. 1. Development of a solution search algorithm, met-
rics and criteria using a metaheuristic approach

Heron is a collective term for four bird species. Herons 
are usually seen in pairs or small groups, but large flocks of 
dozens or hundreds can also be seen. Due to the high energy 
consumption in flight, the solution (prey) usually requires 
careful trajectory checking to ensure that it can gain more 
energy through the location of the food than what would 
be spent in flight. Herons use two strategies: sit and wait, 
the more stressful (aggressive) strategy. These strategies are 
characterized by different degrees of energy consumption 
and amounts of food that can be captured.

The proposed algorithm is an improved heron flock algo-
rithm and consists of the following sequence of actions (Fig. 1):

Step 1. Input of initial data. At this stage, the available 
initial data on the object to be analyzed are entered.

Step 2. Setting heron agents (HA) on the search plane.
At this stage, HA are set taking into account the type of 

uncertainty about the object to be analyzed and the basic 
model of the object’s state is initialized [2, 19, 21]. In this 
case, the degree of uncertainty can be: full awareness; partial 
uncertainty and total uncertainty:
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The main position of HA in the problem solving space is 
initialized at the beginning of the algorithm execution using 
equation (2):

x lb r ub lbi d d d d, ,= + ⋅ −( ) 	 (2)

Here X is the population matrix, Xi is the i-th mem-
ber (solution candidate), xi,d is the d-th dimension in the 
search space (solution variable), N is the number of HA,  
m is the number of solution variables, r is a random number in 
the interval [0,1], lbd and ubd are the lower and upper bounds 
of the d solution variables, respectively.

This is done using appropriate correction factors, which 
are set at the analysis stage.

Step 3. Numbering HA in the flock, i, i ∈[0, S].
Each HA is assigned a number that searches for food 

sources. A food source refers to a solution to the optimiza-
tion problem.

Step 4. Setting the initial HA velocity.
The initial velocity v0 of each HA is determined by the 

following expression:

v v v vi S= ( )1 2, ... , v vi = 0.	 (3)

The initial velocity of each HA is determined in direct 
proportion to the distance that must be flown.

Step 5. Selection of the best individuals from the HA flock.
At this stage, the best HA in the flock are selected using an 

improved genetic algorithm proposed by the authors accord-
ing to [23] by size indicators, mutation rate and attractiveness 
coefficient (geometric dimensions of the bird).

Step 5. 1. Input of initial data: s x k( )( )  is non-nor-
malized interval partial criteria of alternatives; smin 
and smax are the values of the minimum and maxi-
mum alternatives; kol is the number of iterations; 
d is the crossing-over position; q is the mutation 
position; wj is the interval coefficient of the relative 
importance of the j-th partial criterion of alterna-
tives and the determination of the initial population 
size P = 2p.

Step 5. 2. Determining necessary optimization 
conditions:

Step 5. 3. Formation of the initial population – 
parent individuals (four options of the state vectors 
of the analysis object for each k-th alternative of the 
object state) using a random number generator:
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Formation of the initial population in which 
chromosomes are encoded as 8-bit sets of values. 
This type of chromosome allows you to leave genes 
arranged sequentially after applying the mutation 
operator. Preserving the continuous arrangement of 
genes enables the genetic crossover operator to copy 
continuous sections of the working memory of the 
parent chromosomes to the daughter chromosome, 
which allows faster crossing [10].

Step 5. 4. Calculation of the resource intensity of the ob-
tained values and checking the conditions for not exceeding 
resadd for each individual in the initial population:

res f Ui eff= ( ),	 (4)

where Ueff are key efficiency indicators.
Step 5. 5. Calculation of the membership function of the 

level of target achievement Λ ij
targ , which consists in imple-

menting an iterative procedure for calculating target indica-
tors based on the developed fuzzy cognitive model:

Λ ij efff Utarg = ( ), j k= 1, .	 (5)

Step 5. 6. Calculation of the algorithm stop parameter 
based on the minimum deviation of the target achievement 
level with respect to the required value:

∆Λ Λ Λij ij i
targ targ

required value
targ= − ,	 (6)

∆Λ ∆Λ= min min .
i j ij

targ

Step 5. 7. Adding the vector s xk
P k( )( )  in the population.

Step 5. 8. Carrying out a single-point crossover opera-
tion for the obtained options of vectors of the k-th alterna-
tive  sP(x(k)) (crossover point d < 4). Selection of individuals 
and formation of pairs for crossing according to their fitness 
function. The proposed selection procedure is implemen
ted using the optimization algorithm parameter adaptation 
mechanism described in [1].
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Fig. 1. Algorithm for implementing the solution search method
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This adaptation mechanism is based on a compromise bet
ween the rate of convergence and the quality of the obtained 
locally optimal solution, its essence boils down to the fact 
that the probability of selecting individuals flexibly changes 
depending on the search background [11].

To this end, the normal probability distribution law of selec-
tion is used. The mathematical expectation is taken equal to the 
value of the fitness function of the best population chromosome 
for a given generation. If the best chromosome changes in the 
next generation, then the variance takes the maximum value, 
thereby expanding the search range. If a better chromosome is 
found within several generations, then the variance decreases, 
in the simplest case, in proportion to the number of generations:

D D g= − ×max ,β 	 (7)

where Dmax is the maximum value of variance; β is the coeffi-
cient that determines the convergence rate of the algorithm; 
g is the number of «unsuccessful» generations.

The mathematical expectation of the distribution function 
is equal to the value of the Fmax function. The random vari-
able Xi is continuous, unlike the discrete values Fk, k = 1,2,…,M 
and it is necessary to choose such value Fk of the fitness func-
tion, the distance from which to Fmax would be closest to the 
distance from Xi to Fmax:

k F X F X= − − −arg min .max max 	 (8)

In this case, this value will be Fi.
In subsequent selection cycles, it is necessary to take into 

account the value of the fitness function corresponding to in-
dividuals already selected in previous cycles. This will ensure 
the diversity of the population composition.

The described mechanism forms prerequisites for elite 
selection, preserves the best of the found population chromo-
somes and is used in three cases [24–28]:

– before the crossing-over stage to select the crossed in-
dividuals;

– before the mutation stage to select mutating individuals;
– after applying all GA operators to select the most suit-

able individuals in the next generation.
As a result of the crossing-over operation, 12 offspring 

individuals are obtained:
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The crossing-over operator (crossover, crossing) allows 
you to create offspring chromosomes based on crossing the 
parents’ chromosomes. Single-point crossover consists in cut-
ting the parents’ chromosomes at a randomly chosen common 
point of the cut (break) and exchanging the right parts («tails» 
of chromosomes).

Step 5. 9. Adding the vector s x hh
P k( ), ,...,( ) = 1 12 to the 

population.
Step 5. 10. Carrying out the operation of single-point 

mutation of the obtained 12 offspring individuals (mutation 
rate q = 12). With the arrival of an offspring individual by 
mutation, a new offspring individual with mutated genes 
s x s s s sM M

q
M

q
M M

1
1

1 1 4( ) ( , , , )( ) = +  emerges. Similarly, this operation 
is performed for other offspring individuals. The mutation 
operator allows you to randomly make changes to indivi
duals, which later acquire new properties. Single-point mu-
tation consists in randomly selecting a gene that exchanges 
its value with an adjacent gene.

Step 5. 11. Implementation of normalization of partial 
criteria p xj

norm k( ),( )  including the expected cost of alterna-
tives for each k-th alternative of evaluating the object state 
according to the formula:
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where cj1(x(k)), cj4(x(k)) are pessimistic and optimistic esti-
mates of the interval boundaries, cj2(x(k)), cj3(x(k)) are the 
interval of the most expected values. Calculation of interval 
coefficients w j

norm of relative importance of partial criteria ac- 
cording to the formula:

w
w

w
j nj

norm j

j
j

n= =

=
∑

1

1, , ,	 (11)

where wj is the interval coefficient of relative importance of the 
j-th part of the criterion, which can be represented as intervals, 
fuzzy triangular, trapezoidal numbers and polyhedral numbers.

Step 5. 12. Selection of four individuals (four vectors) out 
of 12 possible with the largest values of the objective function, 
which will be parents for the next iteration (generation) or in 
the case of performing all iterations – the result of calculations.

Since the proposed problem considers four alternatives 
for estimating the state of an object, only four vectors of the 
expected state are selected. The selection of individuals is 
carried out by the ranking method, that is, individuals of the 
population are ranked according to the value of their fitness 
function (ranking is carried out in ascending order of values). 
Since estimates of generalized utility P(x(k)) are presented as 
trapezoidal fuzzy numbers, the Chiu-Park method is used to 
select an acceptable alternative for the object state.

Step 5. 13. Saving the obtained results.
Step 5. 14. Output of results (vectors of alternatives s(x(k)) 

and multicriteria estimation Cp(P(x(k))) for each k-th al
ternative).
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Step 5. 15. Selection of an acceptable alternative. An ac-
ceptable alternative is the one with the greatest generali
zed  utility.

End of the algorithm.
Step 6. HA waiting strategy.
The observation equation is described from the assump-

tion: assuming that the position of the i-th HA flock is de-
scribed by the size of the search space xi ∈Rn, n.

A(*) is the probability of prey being present in its current 
location. Taking into account the multidimensionality of the 
search space, the current location (the place to which the HA 
moved) will be calculated using the Owen function T (h, a), 
where h is the HA flight time; a is the distance covered by the 
HA per unit of time.



y is the attractiveness (priority of solution search in the 
specified search space) of the prey in the current location, 
which is defined by the following expression:



y A xi = ( )1 .	 (12)

The method of estimating the value of the prey in the 
current location can be described as follows:



y w xi i i= ⋅ .	 (13)

The evaluation error ei is described below:

e y yi i i= − 2
2/ .	 (14)

Meanwhile, 


y Ri
n∈ , the practical gradient ωi can be 

obtained by taking the partial derivative of ωi for the error 
equation (4) and its direction 


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

 

d g gi i i= / .

HA refers to the best HA individual during hunting, 
based on its experience in assessing prey behavior and taking 
into account its own opinion.

While HA hunting, the correction of the direction of the 
best location of the flock elements dh,i ∈Rn and the correction 
of the direction of the best location of the entire flock dg,i ∈Rn 
are taken into account.

This is set taking into account the noise degree of infor-
mation about the state of the analysis object, which is calcu-
lated by the following expressions:

d
X X
X X

f f
X X

dh i
ibest i

ibest i
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−
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−
−
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×× ι,	 (17)

where ι is the coefficient that determines the noise degree of 
information about the research object. The coefficient of data 
noise is taken according to the reliability of the information 
before setting HA: reliable, probable, unlikely, doubtful, un-
reliable, without reliability assessment.

best is the best solution for each variable from the entire 
set of values.

The integral gradient gi ∈Rn is described as follows 
rh ∈[0,0,5), rg ∈[0,0,5) taking into account expressions (1)–(17),  

i.e. by determining the priority search directions taking into 
account the number of individuals in the flock and the size of 
the search space:

g r r d r d r di h g i h h i g g i= − −( )⋅ + + ⋅⋅1


, , .	 (18)

The adaptive weight update method [2] is used here, β1 

is 0.99:

m m gi i i= ⋅ + −( )⋅β β1 11 ,

v v gi i i= ⋅ + −( )⋅β β1 1
21 ,	 (19)

w w m vi i1 1= − / .

According to the HA assessment of the current situation, 
the next food search location xa,i can be described as:

x x t t hop ga i i i, maxexp / . . ,= + − ⋅( )( ) ⋅ ⋅⋅0 1 0 1 	 (20)

y f xa i a i, , ,( ) 	 (21)

where t and tmax are the current iteration time and maximum 
iteration time, hop is the gap between the lower and upper 
bounds of the solution space, ya,i is the suitability of the food 
search location xa,i, which is determined by the number of 
food sources per unit area.

Step 7. Aggressive strategy. HA tends to randomly search 
for prey, and its behavior is depicted below:

x x r hop tb i i b, ,tan / ,= + ( )⋅ +( )1 1 	 (22)

y f xb i b i, , ,= ( ) 	 (23)

where rb,i is a random number in (–π/2, π/2), xb,i is the ex-
pected next location of the HA; yb,i is fitness.

HA prefers to aggressively pursue prey, so the encircle-
ment mechanism is used as a method of updating its position:

D x xh ibest i= − , D x xg gbest i= − ,

X r rg x r D r Dc i i i h h g g, ,= − − ⋅ + ⋅ + ⋅( )1  	 (24)

y f Xb i b i, , ,= ( )
Dh is the gap matrix between the current location and the 
best position of this HA flock, while Dg is compared to the 
best location of all HA flocks; xc,i is the expected location  
of HA; rh and rg are random numbers in [0,0.5].

Step 8. Checking the discriminatory condition. After 
each member of the HA flock decides on its plan, taking into 
account the basic knowledge of the decision suitability crite-
rion, the flock chooses the best option and performs joint ac-
tions according to the decision matrix of the i-th HA flock xsi:

x i x x xs a i b i c i, ,, , ,=   	 (25)

y y y ys i a i b i c i, , , , ,=   	 (26)

C yi s i= ( )arg min , ,	 (27)
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0 3
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If the minimum value of ys,i is better than the current 
fitness of yi, the heron flock will make a choice. Or if the ran-
dom number r ∈(0, 1) is less than 0.15, it means that there is 
a 15 % probability that the worst case scenario will happen.

Step 9. Ranking and sorting the obtained solutions.
After recalculating the HA position, the mutation rate is 

added. The cost of HA is compared again, the best result is 
selected from the list of the best (in this case, out of 10). After 
each iteration, it is necessary to sort the best solutions and 
reduce the mutation rates.

Step 10. Training HA knowledge bases.
In this study, the learning method based on evolving artificial 

neural networks developed in [2] is used to train the knowledge 
bases of each HA. This is necessary to change the nature of move-
ment of each HA, for more accurate analysis results in the future. 
The knowledge base is specified from the list of knowledge bases 
that are used for typical tasks: identifying weapons and military 
equipment, determining the type and number of similar objects 
in the area of interest, determining the organizational and staff 
structure of organizational and staff formations, etc. Neural net-
works are used to input, output, and update the necessary basic 
data. The work of this method is given in more detail in [2].

Step 11. Determining the amount of necessary computing 
resources of the intelligent decision support system.

In order to prevent looping of calculations 
on Steps 1–10 of the method, the necessary 
amount of resources that must be involved is 
determined. The maximum amount of comput-
ing resources is defined as the number of cal-
culations per unit of time that the system can 
perform. Everything above must be involved.

When the specified threshold of computa-
tional complexity is exceeded, the amount of 
software and hardware resources that must be 
additionally involved is determined using the 
method proposed in [29].

End of the algorithm.

5. 2. Example of using the proposed me
thod in analyzing the operational group of 
troops (forces)

A solution search method using the improved 
heron flock algorithm is proposed. To assess the 
effectiveness of the developed method, its com-
parative evaluation was performed based on the 
results of research presented in [3–6, 29–31].

Simulation of the solution search process-
ing method was carried out in accordance 
with Steps 1–11. Simulation of the proposed 
method was carried out in the MathCad 14 
software environment (USA). The problem 
solved during the simulation was to assess 
the elements of the operational situation of 
a  group of troops (forces).

Initial data for assessing the state of the op-
erational situation using the improved method:

– the number of sources of information 
about the state of the monitoring object – 3 (ra-
dio monitoring means, earth remote sensing 
tools and unmanned aerial vehicles). To simplify 
the modeling, the same amount of each tool was 
taken – 4 tools each;

– the number of informational signs by 
which the state of the monitoring object is 

determined – 12. Such parameters include: affiliation, type of 
organizational and staff formation, priority, minimum width 
along the front, maximum width along the front. The num-
ber of personnel, minimum depth along the flank, maximum 
depth along the flank, the number of samples of weapons and 
military equipment (WME), the number of types of WME 
samples and the number of communication devices, the type 
of operational structure are also taken into account;

– options of organizational and personnel formations – 
company, battalion, brigade.

The initial data for the comparative analysis of the effec-
tiveness of the proposed  HFA are set the same for all algo-
rithms, for example, the population size NP = 50; the maximum 
number of iterations is 1,000.

Unimodal functions according to which the research was 
conducted are typical optimization functions. More detailed 
parameters of these functions are given in Table 1.

Analysis of tabular values given in Table 1 shows the 
same fitness of HA individuals for the proposed method for 
the main 7 unimodal functions.

Table 2 shows the results of a comparative evaluation of 
the efficiency of the algorithms by the criterion of efficiency 
of decision-making regarding the object state (the speed of 
determining the object state under reliability restrictions).

Table 1

Parameters of unimodal functions while solving an optimization problem

Type of unimodal function
Popula-
tion size

Range of space 
solutions

Fmin

F x xii

n

1
2

1
( ) =

=∑ 50 [–150,150] 0

F x x xii
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ii

n

2 1 1
( ) = +
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F x x jj

i

i
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3 1
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1
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F x x x xi i ii
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5 1
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1
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100 1( ) = −( ) + −( )
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
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F x xii

n

6
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1
0 5( ) = +[ ]( )=∑ . 50 [–150,150] 0

F x ix randomii

n

7
4

1
0 1( ) = + [=∑ , ) 50 [–1.5,1.5] 0

Table 2

Results of a comparative evaluation of the efficiency of the algorithms 	
by the criterion of efficiency of decision-making regarding the object state

Name of the algorithm
Number of 
iterations

Reli-
ability

Time, s

Walrus optimization algorithm

1,000 0.9

47,601

Particle swarm optimization algorithm 47,618

Flying squirrel search optimization algorithm 45,113

Artificial bee colony algorithm 46,009

Ant colony optimization algorithm 47,114

Proposed method 35,110

Monkey search algorithm 46,935

Bat swarm algorithm 44,770

Locust swarm optimization algorithm 49,155

Genetic algorithm 46,788

Cat swarm optimization algorithm 47,883

Firefly algorithm 46,152
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Analysis of Tables 1, 2 allows us to conclude that the spe
cified method can increase the efficiency of decision-making 
regarding the state of the analysis object by 22–25 %, depend
ing on the type of function.

6. Discussion of the results of developing a solution 
search method using the improved heron flock algorithm

The advantages of the proposed method are due to the 
following:

– when initially setting HA on the search plane, the type of 
uncertainty is taken into account (Step 2), in contrast to [9, 11];

– universality of application of the proposed method for 
analyzing the state of HA objects due to the hierarchical na-
ture of their description (Steps 1–11), in contrast to [12, 13];

– simultaneous search for a solution on the plane by 
several HA (Steps 1–11, Tables 1, 2), in contrast to [13–20];

– convergence and adequacy of the results obtained 
(Steps 1–11), in contrast to [8, 17];

– the ability to avoid the local extremum problem 
(Steps 1–11), in contrast to [15–17];

– the possibility of deep learning of HA knowledge bases 
(Step 10), in contrast to [8–22, 30];

The disadvantages of the proposed method include:
– the loss of informativeness while assessing the state of 

the analysis object due to the construction of the member-
ship  function;

– lower accuracy of assessment by a single parameter for 
assessing the state of the analysis object;

– the loss of credibility of the obtained solutions while 
searching for a solution in several directions at the same time;

– lower assessment accuracy compared to other assess-
ment methods.

This method will allow you:
– to assess the state of the heterogeneous analysis object;
– to determine effective measures to improve manage-

ment efficiency;
– to increase the speed of assessing the state of the hete

rogeneous analysis object;
– to reduce the use of computing resources of decision 

support systems.
The limitations of the study are the need for an initial 

database on the analysis object state, the need to take into 
account the delay time for collecting and communicating 
information from intelligence sources.

The proposed approach should be used to solve the prob-
lems of evaluating complex and dynamic processes characte
rized by a high degree of complexity.

This study is a further development of research aimed at de-
veloping methodological principles for increasing the efficiency 
of processing various types of data, published earlier [2, 4–6, 30].

Areas of further research should be aimed at reducing 
computing costs while processing various types of data in 
special-purpose systems.

7. Conclusions

1. An algorithm for implementing the method was deter-
mined, due to additional and improved procedures, which 
allows you:

– to take into account the type of uncertainty and noise 
of data;

– to take into account the available computing resources 
of the object state analysis system;

– to take into account the search priority of HA;
– to carry out the initial setting of HA individuals taking 

into account the type of uncertainty;
– to carry out accurate training of HA individuals;
– to determine the best individuals of HA using a genetic 

algorithm;
– to conduct a local and global search taking into ac-

count the noise degree of data on the analysis object state;
– to conduct training of knowledge bases, which is 

carried out by training the synaptic weights of the artifi-
cial neural network, the type and parameters of the mem-
bership function, the architecture of individual elements 
and the architecture of the artificial neural network as  
a whole;

– to be used as a universal tool for solving the problem of 
analyzing the state of analysis objects due to the hierarchical 
description of analysis objects;

– to check the adequacy of the obtained results;
– to avoid the problem of local extremum.
2. An example of using the proposed method in assess-

ing and forecasting the state of the operational situation of 
a  group of forces is given. The specified example showed an 
increase in the efficiency of data processing at the level of 
22–26 % due to the use of additional improved procedures of 
adding correction factors for uncertainty and noise of data, 
HA selection and training.
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