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and understanding. And the users of chatbots with AI algo-
rithms are divided into those who quickly give up work when 
requests fail, pragmatists, progressive, and persistent. Each 
user, regardless of type, can formulate a request according to 
his/her own linguistic structure. The chatbot must recog-
nize the request, identify the object of the request, generate 
a response, and issue it to the user. To this end, it is necessary 
to implement certain models, according to which, when rec-
ognizing the request object, data arrays are accessed. These 
arrays, due to self-similarity [3] with the help of previously 
defined features, make it possible to recursively reproduce 
not only the features of the object but also the entire class. 
That is, to form a special structure for grouping related vari-
ables and functions, taking into account their properties [4]. 
Similar recursive models [5] of creating a response to a user’s 
request can become the basis for machine learning of chat-
bots to adequately respond to any request. In addition, with 
a recursive model, the chatbot will “understand” requests 
in other natural languages, using slang or a mixture of lan-
guages. In this case, an infinitely large number of objects will 
be recursively reproduced according to the query keyword, 
using AI access to existing knowledge bases.
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The research object of this work is the linguistic 
structures of the user when constructing a request to 
a chatbot with generative artificial intelligence. The 
study solved the task of improving the communication 
mediation algorithms of chatbots through the 
comparison models of linguistic structures by users. 
Sometimes the user intentionally or due to lack of 
information forms an inaccurate request. Formally, 
this is described by logical operations "And" and "And 
or Not".

As a result of the research, a model was built 
comparing linguistic structures at the input with the 
information model of the response at the output. The 
model was based on an approach with recursive creation 
of an answer. That has made it possible to determine the 
basic characteristics of the object of the request and 
form an answer on this basis. Using this approach 
improved the accuracy of the chatbot response. It also 
made it possible to consider the linguistic structure 
of the user through its formalization. The use of logic 
algebra made it possible to find typical errors of users 
during dialogs with generative artificial intelligence.

A feature of the reported advancement is that the 
comparison of models of linguistic structures of query 
formation is carried out through a recurrent algorithm. 
As a result, it makes it possible to compare the query in 
such a way as to reduce the absolute error of the primary 
data by 0.02 % and simplify the process of mathematical 
calculations. At the same time, the received information 
becomes more accurate – the number of references 
increases from 2 to 6 sources.

The proposal could be used in practical activities to 
improve the natural language recognition technologies 
of users in chatbots with generative artificial 
intelligence. On this basis, it is possible to devise various 
applications and services for training and practical 
activities
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1. Introduction

The number of users of chatbots with artificial intelli-
gence (AI) is growing along with the expansion of the scope 
of application of these specialized computer programs for 
human interaction. The number of users of AI applications 
is growing exponentially [1]. Owing to the use of machine 
learning approaches in chatbots, it is necessary to constantly 
form arrays of data regarding requests, for the purpose of 
further improvement and the formation of adequate answers 
to user questions.

However, the use of incorrect logical structures, the con-
struction of a query based on abstraction, the formulation of 
statements in a conversational style, distance the user from 
receiving an accurate and adequate answer. In this case, the 
chatbot’s lack of reasoned traffic of knowledge leads to an 
information limitation in the process of forming an answer 
and the inability of generative algorithms to provide answers 
to more complex questions [2].

The latter has a significant impact when using chatbots 
in professional training or business. Therefore, study [1] 
distinguishes two types of use of chatbots – dominance 
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Work [14] proves the inability of large language models 
to provide meaningful answers to the user’s request. Such 
a definition is an advantage of the work. And although the 
answers are not imprecise, the algorithms of the LLM model 
bypass questions for which certain restrictions are set. That 
is, the lack of models for determining the linguistic struc-
tures of users is a drawback.

The advantages of study [15] are the indication of ex-
isting problems of interaction of chatbots in the fact that 
during a digital conversation, the user’s requirements are not 
precisely defined. Therefore, the answers may not be relevant 
to the request. The authors propose to match requests and 
responses using a bidirectional recurrent neural network 
with a fuzzy naive Bayes classifier (BRNN-FNB). The 
combination of machine learning and natural language pro-
cessing allows for accurate results. The disadvantage is not 
taking into account the need to increase the accuracy of the 
answer. And this is precisely what the improvement of the 
process of calculating the model of the linguistic structure 
of the query needs.

This allows us to state that it is appropriate to conduct 
a study aimed at building a mathematical model of the com-
parison of the construction of the request with the model of 
the formation of the answer. In such a model, the basis should 
be the turning of the posed question to oneself. That is, when 
defining the request object, its basic simple characteristics 
and application cases are defined. On this basis, a function 
is built that describes the logical structure of the request. 
Such a formalization will make it possible to refer to the 
knowledge bases operated by the AI chatbot to form arrays 
of information from which the answer will be generated.

3. The aim and objectives of the study

The purpose of our study is to build a model of comparing 
linguistic structures at the input with the information model 
of the response at the output of the chatbot. This will make it 
possible to recursively create responses to the user’s request, 
with the definition of base cases regarding the request object 
and the analysis of the logical structure of the request.

To achieve the goal, the following tasks were set:
– to develop an algorithm for building a user request to 

a chatbot based on defined linguistic structures in natural 
language;

– to build a linguistic model of the user request and to 
compare it with the language model of the chatbot based on 
recurrent relations.

4. The study materials and methods

The research object of our work is the linguistic struc-
tures of the user when constructing a request to a chatbot 
with generative artificial intelligence. A language structure 
is understood as phrases in the user’s natural language, 
combined by grammatical and stylistic links, used to create 
a request to the chatbot.

The main hypothesis of the study is the following: as the 
language structure of the request approaches the language 
model of the chatbot, the accuracy of the response to the 
user increases. Users construct queries based on their own 
reasoning, emotions, knowledge of natural language and 
level of education. Accordingly, in the process of working 

The above proves the relevance of the research topic, 
which requires study and analysis to improve the communi-
cation mediation algorithms of chatbots. The development 
of models for comparison of users’ linguistic structures will 
make it possible to increase the quality of knowledge in the 
knowledge bases of chatbots. It can also contribute to im-
proving the modification of knowledge bases in the process 
of work and quick adaptation to the problem area.

2. Literature review and problem statement

Work [6] touches on deep learning of AI and proposes a 
computational process for solving it, which is a rather tradi-
tional solution for this class of problems. The advantages of 
research are the possibility of iterations and coding at each 
step. They are implemented through a universal transformer. 
It acts as a structure for the simultaneous integration of the 
two mentioned processes owing to the continuous transfor-
mation of self-awareness in the depth of the position. The 
disadvantage is the complication of the implementation of 
calculations for building the model. For example, based on it-
eration (Radl+) in Haskell executables. However, the idea of 
using the Haskell language to solve the problems of training 
programs with the use of AI is also not new and is presented 
in detail in papers [7, 8].

Analysis of work [9] allows us to consider the evolution 
of AI chatbots through models starting from the Turing 
machine. And the main problem is precisely the accuracy 
of the answer based on the analysis of the user’s request. 
The advantages of the presented developments in the work 
are detailed. The disadvantage is insufficient processing of 
language structures of the user. In work [10] it is noted that 
recognition of the user’s emotions on request based on a 
consistent mediation model improves response results. This 
can be understood as an advantage. However, this requires 
improved chatbot communication models and reproduction 
of artificial emotions based on query analysis.

Paper [11] examines interaction with the user accord-
ing to five models. These are Information System Success, 
Technology Acceptance Model, Kinship Theory, Coolness 
Theory, and Posthumanism. The positive result of the 
research is the statistically confirmed demand of users to 
receive relevant, reliable, short information in the shortest 
possible time. The problem of the research is the insufficient-
ly developed mathematical apparatus for comparing requests 
and answers.

Work [12] analyzes the work of chatbots ChatGPT-3.5 
and ChatGPT-4 based on a large language model (LLM). 
The advantages of the work are the details of LLM features. 
However, LLM is considered only through general purpose 
tasks with an extension to perform applied family medicine 
tasks. In study [13], the specified LLM model is proposed 
for the training of doctors. The advantage of the work is the 
definition of linguistic structures relative to the specialty. 
The disadvantage is that the variability of requests for com-
munication with users in natural language is not considered.

An experiment with a discrete selection of characteris-
tics to create a chatbot learning model is reported in [10]. 
The advantage of the work is the combination of the LLM 
model with operational design models. The result of the 
work was the development of a chatbot for training based on 
generative AI. The disadvantage is that the rules of possible 
linguistic structures were not defined in advance.
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where Cn are constants that mostly depend on the parameter n;
N is a number that determines the amount of interval 

reduction;
m is the number of iterations using the recurrent formula;
n is the order of the term of the expression discarded 

during approximation during the initial or final approxima-
tion of the recurrent relation l=–logN |Cn|.

Based on this model, it is possible to determine the val-
ues of parameters m and n. And the reduction of the interval 
during approximation will be proportional to the value of 1/
Nm. An increase in the value of N leads to the complication of 
recurrent formulas, in connection with which the definition 
of approximation in this work can be used with the prefix Rm. 
In addition, as N increases, the possibility of parallelizing 
recurrent relations based on Rm-approximation increases. To 
investigate this, the initial error model can be represented as:

( )
,

n n

n m m

x
C

N N

+∆

+∆

 
 ′∆ ≈
 + ∆ 

where ∆N, ∆m, ∆n are increments of the corresponding pa-
rameters N, m, and n.

The logarithm of this expression:

( ) ( ) ( )( )ln ln ln ln .nC n n x m m N N′∆ ≈ + + ∆ − + ∆ + ∆

It follows from the latter that an increase in the values 
of ∆m and ∆n affects the reduction of the error ∆. But with 
serial and parallel calculations, the algorithms for selecting 
parameters will differ. Therefore, it should be noted that an 
increase in the parameter m leads to an increase in the num-
ber of iterations according to the recurrent formula and an 
increase in error. An increase in the parameter n will lead to 
an increase in the number of terms in the initial or final ap-
proximation, as well as a decrease in .nC′  Therefore, for each 
fixed N, it is necessary to choose the ratio between m and n.

For recurrent relations, the concept of basic sequence 
should be introduced. The basic sequence of recurrent rela-
tions is a sequence of recurrent formulas whose p-term has 
a parameter np greater than np-1 in the expression R(nxm)=f 
[R(xm)], where xm=x/nm.

We give examples of such sequences.
To calculate the sinx function:

( ) ( ) 22 1 2 1
1 2 1

0

� 1 1 ,
n

k n kk k
m n m m

k

R C Z R
−+ +

− +
=

= − −∑
where Rm=sin [x/(2n+1)m], m=m0, m0–1, …., 0, hence R0=sin x.

This can be represented in a general way:

( )1 2 1 ,m n mR T R− +=

where T2n-1(Rm) is the Chebyshev polynomial.
If the recurrence relation Rm=2Rm-1 � ,,1m n=  is used for 

the function y=ex, then the absolute error caused by the 
rounding error will be equal to:

( )2 1
/2

0 02 ,
n n

n x
n e

−
∆ = ∆ + ∆

where 0 0,∆ ≤ ∆  and the x value is determined from the 
equation ex=2plx.

That is, the error can be greater than 2n-t-1, where t is 
the bit size of numbers. If instead of the function y=ex we 

in a “man-machine” tandem, the task of matching language 
structures must be solved.

The work assumes that the user intentionally or due to 
lack of information forms an inaccurate request to the chat-
bot. Formally, this is described by logical operations when 
forming “And” and “And or Not” queries. Simplification is 
a generalized consideration of the language model without 
specification to the request of a specific topic. It is also a sim-
plification to use basic trigonometric functions to describe 
the linguistic structure of the user.

The limitation of the work is the use of one chatbot for 
research – GitHub Copilot with a generative AI that uses 
a modified version of GPT-3. In particular, Bing Copilot 
and extensions for the Google Chrome browser were used. 
Some aspects of the research were tested in the work with 
ChatGPT and Gemini. However, meaningful studies of the 
possibilities of using the user’s linguistic structures with 
chatbots ChatGPT and Gemini have not been conducted.

A user’s linguistic construct may contain standard key-
words accompanied by definitions, terms, and action de-
scriptions. The user uses natural language expressions in 
communication with the chatbot. This can lead to an 
approximate definition of recognized request objects when 
formalizing the request through recursion.

Recursion, as a method of defining a class or object, is 
considered through the preliminary assignment of basic cases, 
based on which the rule for constructing this class or object 
is set [5]. Recursion is a process for a procedure, where the 
specification of its execution takes place at its own step for 
the implementation of another procedure. Considering the ex-
ecution procedure as an algorithm according to defined rules, 
some self-similarity can be observed. It consists in breaking 
down the given task into given steps. In this case, recursion 
can be considered as a pattern, which is described by isolated 
fragments – separated subtasks of one task.

By implementing a similar task with the help of function-
al programming, one can get a reliable model implementation 
process with recursive reproduction of the object. This is 
due to the mathematical transparency of the functional 
programming paradigm. However, as noted in [5], directly 
creating a functional program related to recursive reproduc-
tion based on specifications is a difficult task. Most existing 
conversion methods refine specifications into programs at 
the abstract algorithm level. That is, most implementations 
of recursions are based on cycle invariants.

A formalized user request can be represented by some se-
quence, without a loop. The sequence will mean the number 
of a natural language word in the domain thesaurus. In this 
case, one can use the method of calculating values based on 
previous members of the sequence to calculate infinite prod-
ucts [16]. This method makes it possible to perform calcula-
tions with variable precision without using a reduction to a 
given interval, which reduces the time of information pro-
cessing. This is due to the fact that the use of recurrent rela-
tions makes it possible to shorten the initial interval several 
times, and, accordingly, to reduce the number of iterations.

Using the approximation with a multiple decrease of the 
interval, one can use initial or final approximations. And 
the effectiveness of building a user language model should 
be considered through the error criterion. In general, such a 
model can be written as:

,
�

n

n m mn l

x x
C

N N +
 ∆ ≈ ≈  



Information technology

37

consider the function v=ex–1, then the error value will not 
be greater than the value O(n2-t). Such features were used in 
the construction of the model.

The most used words in search engines were the input 
data for the formation of arrays of words on a separate topic. 
To this end, words were chosen on the topics of program-
ming, software engineering, and robotics. Arrays were sup-
plemented with data from ontologies on the specified topic.

Statistical information was used to build the models. The 
response time to the request from the chatbot, the accuracy of 
the answer were recorded. On this basis, arrays of words were 
formed, with the use of which, when answering a request, the 
greatest error was observed. Processing of linguistic structures 
was carried out on the basis of content analysis. Statistical 
methods of information processing were used to calculate the 
uniform and exponential distribution of the accuracy of the 
answer when using the keyword. Given that relatively small 
data sets were used in the work, processing took place in Excel.

Hardware for our work is personal computers with an 
AMD Ryzen 7 5800X processor. RAM DDR4-3200, 8–16 GB. 
The operating systems are Windows 10, 11.

Software for conducting computer experiments and re-
search results were developed in the form of applications. A 
Haskell application was created to select words from an array 
to construct a user query. A C++ application was designed for 
model calculation and visualization. Bing Copilot chatbot soft-
ware was used for our work. It was applied to test users’ linguis-
tic structures to collect statistical data on response accuracy.

5. Results of research on the development of a 
comparison model

5. 1. Algorithm for constructing a user request to a 
chatbot

To develop a recurrent algorithm using the Rm-approxi-
mation, the mathematical representation of the Rm-function 
should be introduced. This makes it possible to bring a query 
created in natural language closer to the formalized criteria 
perceived by the chatbot.

The Rm-function is understood as a direct or inverse re-
current relation of the form:

( )1 ,m mR f R+ =  		 (1)

or:

( )1 .m mR f R− =  		 (2)

The first step of the algorithm is some initial approxima-
tion R0, and the function Rm is the desired function, as given 
in (1). In case (2), some initial approximation 

0
,mR  is given, 

and the function R0 is the desired function. Formula (2) can 
be derived from an expression of the form:

( ) ( )/ ,m mx n f R x =    		  (3)

by substituting:

,m m

x
x

n
=  		  (4)

when determining Rm as:

( ),m mR R x=    		  (5)

where n can be represented as the base of the calculation 
system.

Formula (5) can be derived from the expression:

( ) ( ) ,m mR nx f R x =      			    (6)
 

by replacing (4) with the adopted definition (5).
As an initial approximation for (2), we can take several 

terms of the expansion of Rm function in the Taylor series.
To implement the second step in order to estimate the 

absolute error of the method, formulas (1) or (2) should be 
supplemented with:

,m m mR R= + ∆  		 (7)

where mR  is the exact value of Rm;

m∆  – absolute error of Rm.
The third step makes it possible to get an estimate of 

absolute error:

1 1 ,m mk+∆ ≤ ∆    			   (8)

or:

1 2 ,m mk−∆ ≤ ∆   			    (9)

where k1, k2 are constants.
It follows from expression (8) that the estimate of the 

absolute error of the method in the case of a direct recurrent 
sequence takes the form:

1 0,m
m k∆ ≤ ∆ .				    (10)

From expression (9), it can be concluded that the esti-
mate of the absolute error of the method in the case of an 
inverse recurrent sequence takes the form:

0 2 .m
mk∆ ≤ ∆ 		   (11)

At the fourth step of the algorithm, the errors of the ini-
tial data are evaluated. This can be represented as:

0 ,p∆ ≤

where p is a constant.
As a result, from (10) we can get:

1 .m
m k p∆ ≤ 		   (12)

For the inverse recurrence sequence of (11):

0 2 .mk p∆ ≤ 		   (13)

The resulting model can be represented in the form:

( )( ) ( ) .m mR x f R x φ =   ,

where xm=φ-1(x), φ-1(x) is the function mutually inverse to 
the function φ(x).

5. 2. Building a linguistic model of the user’s request 
to the chatbot

A user query that can be described in terms of algebraic 
logic operations on some nonempty set – negation, con-
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junction, and disjunction. In this case, the query can be 
formalized through the function у=cos x. A query can be 
described in terms of the truth-seeking operation “And” 
and “And or Not”. In this case, the correct answer to such 
a request can be obtained by the given recurrent algorithm 
through the approximation of cos x based on the harmonic 
polynomial ( )0 :nH

( ) ( )

( ) ( )

0

2
2 2

0

cos ,cos cos

1 1 cos .

n m m m

n

kk k
n m

k

H x x nx

C x

 
  

=

= =

= − −∑
 
			   (14)

In (14), one can make a substitution according to the 
first step of the given algorithm using (4) and taking into 
account (5). As a result, a recurrent model for calculating 
cos x will be derived:

[ ]
( ) ( )

/2
2 2 2

1
0

1 1 ,
n

kk t n k
m n m m

k

R C R R−
−

=

= − −∑  		 (15)

hence, cosx=R0.
But individual cases (15) are possible when n=2, 3, 4, 5.
When n=2, the recurrent formula will look like this:

2
1 2 1,m mR R− = − 		  (16)

where Rm=cos(x/2m), and cosx=R0.
If one implements the second step of the algorithm, and 

enters (7) to (16), one can get:

( )2

1 1

2 2
1

2 1

2 1 4 4 .

m m m m

m m mт m m m т

R R

R R R R

− −

−

+ ∆ = + ∆ − =

= − + ∆ + ∆ = + ∆ + ∆

And taking into account that for a sufficiently large m, 
the quantity 1,mR ≈  and for all m  the quantity 1,mR ≤  and 
also neglecting the term ( )2 ,mO ∆  one can represent as:

2
1 2 .m m−∆ ≤ ∆ 		   (17)

From here, the estimation of the absolute error of the 
method will look like this:

2
1 2 .m

m m−∆ ≤ ∆ 		  (18)

For an initial approximation, one can take two terms of 
the expansion of the Rm0 function in the Taylor series:

0

2 2 11 / 2 �.m
mR x += − 		  (19)

Provided that 0,
2

x
π ∈  

 the estimation of the value of  

the absolute error from the initial data with calculation (19) 
will take the form:

0 3 4 1

1
.

3!2 2m m m

x
+∆ = < 		   (20)

And taking into account inequalities (18), (20), we can 
write:

2 1
0 1/ 2 .�m+∆ < 		  (21)

We can use as an initial approximation the three terms of 
the expansion of the Rm function in the Taylor series:

0

2 4
4 3

2 1
1 2 .

2 3
m

m m

x x
R +

+= − + ⋅ 		   (22)

Then for x⸦[0, π/2] the following holds:

6 46
6

0

1
2 ,

6! 2

m
m

m

x +

≈ <∆
 
		  (23)

hence:

0 4 4

1
.

2 m+∆ <  		  (24)

It can be seen from model (24) that the number of iterations 
m decreases compared to (19). From the recurrent formula (15) 
for calculating cosx at n=2, 3, 4, 5, it can be seen that the value 
of the constant K2 in formula (9) takes the form K2=n2. Given 
this, formulas (11), (13) can be written as follows:

2
0 ,m

mn∆ < ∆ 2
0 .mn p∆ <

These formulas are a representation of the estimate of the 
absolute error of the method.

An application in the Haskell language was used to imple-
ment the computer experiment. Samples of 3–6 words were 
created from an array of 2,000 words formed according to a 
separate topic. Users (100 people) with selected words created 
queries to chatbots in natural language using logical opera-
tions “And” and “And or Not”. 1.2 thousand requests were cre-
ated. For the construction of linguistic models, 0.2 thousand 
queries were used for each specified logical operation. To build 
the models, the queries leading to the answer with the greatest 
degree of error were selected. Visualization of the linguistic 
model at the request of the user using the recurrent algorithm 
is performed in the C++ application and shown in Fig. 1.

Calculation of the model through the harmonic polyno-
mial ( )0

nH  (14) makes it possible to approximate the query 
based on the linguistic model of the user to the formalized 
language model understood by the chatbot algorithms. The 
results of the visualized model of the user’s language accord-
ing to the specified logical operations are shown in Fig. 2.

 

 

a

 

 

Fig. 1. Visualization of linguistic models based on the 
user’s request, performed in natural language using logical 

operations: a – user’s language model when creating a 
request using the logical operation “And”; 	

b – user’s language model when creating a request using the 
logical operation “And or No”

b
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As a result of the calculation of the model through the 
harmonic polynomial, the value of the absolute error of 
the primary data is reduced by 0.02 %. Three terms of the 
expansion of the Rm function into a Taylor series were used 
as an initial approximation. The number of calculation it-
erations did not exceed 4. In addition, an interesting result 
was obtained when testing queries using improved linguistic 
structures of users. The information in the response became 
more accurate, and the number of references to sources from 
the chatbot increased from two to six on average.

6. Discussion of results of the matching model study

During the development of the algorithm for building 
the user’s request to the chatbot, a special evaluation of the 
errors of the initial data was carried out. It is these mistakes 
when creating a query in the user’s natural language that can 
lead to an inaccurate answer.

Visualization of linguistic models by user re-
quest (Fig. 1, a, b) is a model of displaying a request made by a 
user trying to find an answer. At the same time, the user uses 
natural language. In the experiment, the condition was set 
that the user does not understand the essence of the question 
and tries to construct a query using repetitions and objec-
tions, which can be described by logical operations. Each hor-
izontal curve describes a request. The vertical curves hold the 
query keyword points. This is an indication that the request 
was made within the given limits. The drawings are obtained 
using a developed application using a 3D visualization tool.

Using the algorithm reported in our work, models of 
linguistic structures of requests were built. Analyzing the 
built models by logical operations, it can be noted that the 
least accurate answers were obtained when creating cycles 
in requests. In Fig. 1, a, b, it is represented in the form of 
“pockets”. For example, repeating the logical operation 
“And” (Fig. 1, a) led to an unclear answer. On the model, 
this can be seen in the formation of identity – the superim-
position of concepts one on top of the other. In response, the 
chatbot provided a list of the listed with definitions. The log-
ical operation “And or No” (Fig. 1, b) with several repetitions 
in one request led to the inconsistency of the answer and the 
formation of repeated retelling when forming the answer. As 
a result, the user received irrelevant facts or information that 
had little to do with the subject of the request. The results 

regarding the occurrence of “pockets” are explained by the 
peculiarities of the applied logical structures, when the user 
does not highlight the object of the request, does not empha-
size its meaning.

The results of the approximation by the logical operation 
“And or No” made it possible not to avoid but to explain 
questions with certain restrictions in response to the re-
quest, supplementing work [15]. This is due to the use of 
recursion, based on the example of [5]. At the same time, 
the difficulty of the calculations, in contrast to work [6], is 
reduced due to the possibility of setting the number of itera-
tions of the calculation.

The constructed linguistic model of the user request and 
its comparison with the language model of the chatbot made 
it possible to find a certain parity. That is, in the future it 
will make it possible to develop rules of communication 
with chatbots for users to receive adequate answers. It also 
makes it possible to improve algorithms for “understanding” 
requests by chatbots on the basis of recurrent relationships. 
This follows from our results. Thus, analyzing Fig. 2, it 
can be noted that using the initial approximation (19), it is 
necessary to select the number of iterations m from require-
ments (21). That makes it possible to increase the accuracy 
of calculations. In addition, to calculate cos x in formu-
las (16), (19), it is necessary to keep an additional 2m binary 
digits, or the corresponding number of decimal digits. In the 
case when the introduction of a large number of additional 
digits is undesirable, formula (16) can be converted by intro-
ducing an additional normalizing factor 22m.

Fig. 2 shows an approximation of the user’s linguistic 
structure to the linguistic model of the chatbot. This was 
done by analyzing the total array of the thesaurus by topic 
and words that led to incorrect answers.

The result shown in Fig. 2, a allows us to supplement 
the result of work [15] by building an approximate model 
with clarification of the request. The logical operation 
“AND” in this case is harmonized to a logical unit. That 
is, the user request model limits non-essential repetitions 
when searching for the truth. These repetitions can be used 
in clarifying queries by topic to develop communication 
models of chatbots [10] owing to the application of a recur-
rent algorithm.

Our solutions regarding the construction of the combina-
tion model solve the task identified during the review of pri-
mary sources. This is achieved by combining logical operations 
with a recursive algorithm. As a result, it makes it possible to 
“approach” the query in natural language to LLM models, im-
proving work [14] owing to the results shown in Fig. 2.

The limitations of this work are the use of two logical 
operations. This does not make it possible to analyze the 
linguistic model of the user when the logical structure of 
statements changes. In addition, the limitations include 
specifying the number of calculation iterations. This simpli-
fies the calculation process and its algorithmization. How-
ever, this can lead to approximation errors when using large 
information arrays.

The disadvantage of the work is the small volume of 
the array for selecting words for the purpose of creating a 
request to the chatbot. Also, the number of conducted tests 
and the sample size for creating models can be considered a 
disadvantage. That is why the prospects for our studies may 
involve the construction of models based on various logical 
operations. At the same time, linguistic structures that are 

 

 

 

 

a b

Fig. 2. Visualization of linguistic models after R
m-approximation when creating a request to a chatbot: 	

a – a model of the user’s language when creating a request 
using the logical operation “And”; 	

b – user’s language model when creating a request using the 
logical operation “And or No”
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described by various functions should be used. Including 
non-linear ones.

The developed models and algorithm can be used to 
improve chatbot technology with generative artificial in-
telligence for machine learning. Also, the results can be 
used to develop applications that use services with artificial 
intelligence. This can be used by users for training, finding 
practical solutions, and expanding the functions of special-
ists in remote work.

7. Conclusions 

1. A recurrent algorithm for constructing a query to 
a chatbot based on defined linguistic structures in the 
user’s natural language has been developed. A feature of 
this algorithm is the gradual approximation of the user’s 
request to the best understanding of it by the chatbot al-
gorithms. The peculiarities of this algorithm were studied 
by the number of iterations with the evaluation of the er-
rors of the initial data. In the end, this allows us to assess 
the absolute fallibility of the method for constructing a 
query to the chatbot.

2. A linguistic model of the user’s request was built and 
compared with the language model of the chatbot. The mod-
el is built on the basis of the developed recurrent algorithm. 
The combination of logical operations with a recurrent 
algorithm makes it possible to approach user requests with 
clarification of the result-answer. The conducted comparison 
of the linguistic structure of the user and the language model 

of the chatbot made it possible to achieve a decrease in the 
value of the absolute error of the primary data by 0.02 %. 
The number of iterations during calculations did not ex-
ceed 4.
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