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The object of this study is the process of recogniz-
ing intrusions in computer networks. Network intrusion 
detection systems (NIDS) have become an important area 
of research as they are used to protect computer systems 
from hacker attacks. Deep learning is becoming increasing-
ly popular for detecting and classifying malicious network 
traffic, including for building NIDS.

In this paper, we propose a network intrusion detec-
tion model CNN-BiGRU-Attention based on a time-based 
approach to deep learning using the attention mechanism. 
The main goal of the study is to build an effective combined 
deep learning model that can detect various network cyber 
threats.

A 1D convolutional neural network is implemented to 
extract high-level representations of intrusion information 
features. A bidirectional gated recurrent unit (BiGRU) with 
an attention mechanism for traffic data classification has 
been designed. The attention mechanism plays a key role in 
the constructed model as it allows the system to focus only 
on important aspects of network traffic and allows the model 
to adapt to new types of threats.

The results of the study show that using a combination 
of CNN and BiGRU with the attention mechanism speeds 
up and improves the process of classifying network attacks. 
On the NSL-KDD and UNSW-NB15 training datasets, 
the model shows an accuracy of 99.81 % and 97.80 %. On 
the NSL-KDD and UNSW-NB15 test datasets, the model 
demonstrates 82.16 % and 97.72 % accuracy.

The proposed NIDS model will be considered for imple-
mentation in a real-time corporate network security system.

In general, the results of the study provide a new per-
spective on improving the performance of NIDS and are 
quite relevant in terms of using attention mechanisms to 
classify network traffic
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1. Introduction

The world is experiencing a great revolution in the field of 
information technology; everyone is constantly exchanging 
information through the network. This involves creating new 
prevention and detection tools and mechanisms, as well as 
strengthening existing ones, such as NIDS, to strengthen se-
curity and protect the network from intrusions. The function 
of NIDS is to observe, evaluate, and classify the traffic passing 
through the network; it is based on pre-established methods 
and techniques to distinguish between normal and suspicious 
traffic. In addition, attackers are attracted to information and 
knowledge passing through the network, and in order to use 
it and make a profit, they are forced to overcome obstacles 
and security barriers, creating new attacks, and developing 
existing ones. Although modern NIDS are not evolutionary, 
their identification algorithms do not evolve to automatically 
detect new threats. These prompts thinking about advanced 
and intelligent detection methods that can identify new at-
tacks and accompany the development of existing ones [1].

Deep Neural Networks (DNN) have seen great progress 
in many fields, including natural language processing, com-
puter vision, and many others. With their incredible ability 
to detect complex dependences in data and automate the 
process of pattern recognition, DNNs are quite promising 
for improving NIDS.

The attention mechanism plays an equally important 
aspect in modern research. It allows the system to focus 
on specific aspects of network traffic that indicate possible 
attacks or unusual activity. Using the attention mechanism 
in NIDS makes it possible to detect even small changes or 
anomalies in traffic that may indicate hacking attacks, data 
leaks or other security threats.

In addition, with the emergence of new technologies such 
as the Internet of Things (IoT) or distributed computing, net-
works are becoming even more complex, making the process 
of detecting attacks more difficult. The use of the attention 
mechanism makes it possible to adapt the system to these 
changed conditions and increase its efficiency under the con-
ditions of increasing complexity of the network environment.

This paper discusses key issues related to the use of 
DNNs in network intrusion detection, such as adapting to 
changing conditions, improving detection speed and accura-
cy. The implementation of deep learning neural networks in 
this context can expand the capabilities of network intrusion 
detection systems and make them more effective in the face 
of constantly changing cyber threats.

The results of scientific research can lead to the develop-
ment of new, effective, and reliable intrusion detection systems 
that are able to detect and avert cyber threats in time. This can 
improve the overall security of networks and computer systems, 
which is important for corporate entities, government organi-
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it is possible to use combinations of architectures to improve 
the effectiveness of the intrusion detection model. In [7], 
the results of using a unified model combining a multi-scale 
convolutional neural network with long short-term memo-
ry (MSCNN-LSTM) are reported. It is shown that the use 
of the UNSW-NB15 data set gives the following results: 
accuracy, 95.6 %; false alarm rate, 9.8 %; false negative 
rate, 1.6 %. This work requires additional analysis, which 
will include a comparison with the results of similar studies.

Paper [8] shows the results of using a high-precision IDS 
model using a combined model of optimized CNN (OCNN) 
and hierarchical multi-scale LSTM (HMLSTM) for effective 
selection and learning of spatial-temporal features. It is shown 
that the testing was carried out on the NSL-KDD, ISCX-IDS, 
and UNSW-NB15 datasets. Results for the NSL-KDD dataset 
for accuracy – 90.67 %, precision –86.71 %, recall – 95.19 %, 
and f1-score – 91.46 %. For the UNSW-NB15 dataset, ac-
curacy – 96.33 %, precision – 100 %, recall – 95.87 %, and 
f1-score – 98.13 %. But in addition to the precision assessment, 
it is still possible to improve the performance of the model on 
the accuracy assessments. An option to increase the estimates 
is to modify the model, that is, to experiment with a different 
number of layers or to add regularization.

Combinations not only with CNN but also with AE are 
being studied. Paper [9] shows the results of using a two-
stage deep learning (TSDL) model based on a stack AE 
with a softmax classifier for effective detection of network 
intrusions. Experiments conducted by the authors of [9] show 
accuracy results of 99.996 % and 89.134 % for KDD99 and 
UNSW-NB15 datasets, respectively. But the paper lacks ad-
ditional model evaluation metrics, and it is not clear on which 
data set, training or testing, the conclusions were drawn.

Work [10] reports the results of using the machine learning 
algorithm (1D CAE OCSVM), which demonstrate the abili-
ty of the model to generalize invisible attacks and confirms 
its competitiveness compared to the latest modern works. 
It is shown that the experiments on the NSL-KDD data-
set demonstrated the following results: accuracy, 91.58 %;  
f1-score, 92.87 %; false negatives, 2.43 %; and recall, 97.11 %. 
For the UNSW-NB15 data set, accuracy, 94.28 %; f1-score, 
95.06 %; false alarm rate, 5.51 %; and recall, 96.49 %. Simi-
larly, 1D CNN in combination with bidirectional long short-
term memory (Bidirectional LSTM – BiLSTM) (DCN-
NBiLSTM) is presented in [11]. The paper shows that the 
model is optimal for system administrators and network 
companies to improve intrusion detection. It is shown that 
the model was trained on the CIC-IDS2018 and Edge_IIoT 
datasets. The effectiveness of the model was investigated 
using multi-class classification and achieved 100 % and 
99.64 % accuracy, respectively, when training and testing 
with data sets. However, although the improved DCNNBiL-
STM shows good results when using new training and test-
ing datasets, there are still some areas for improvement. The 
disadvantages of the work are the lack of evaluation metrics. 
Also in the work, when compared with modern studies, the 
author showed a comparison with models that were tested 
with other data sets, which does not allow us to make an 
adequate comparison by evaluation metrics.

In [12], a combination of CNN and BiLSTM is present-
ed to take into account the spatial and temporal features of 
the data. It is shown that the publicly available datasets  
NSL-KDD and UNSW-NB15 are used for training and 
testing. Experimental results for the NSL-KDD dataset are 
as follows: accuracy, 99.22 %; false positive rate, 0.43 %; and 

zations, and individual users. Also, the results demonstrate the 
effectiveness of using the attention mechanism in the classifica-
tion of malicious network traffic. In addition, research results 
can stimulate the development of new deep learning technolo-
gies and methods. Thus, they can be applied not only in cyber 
security but also in other areas that require the analysis of large 
volumes of data and the detection of complex patterns.

Therefore, research into the detection of malicious traffic 
using network intrusion detection systems built on the basis 
of deep learning are quite relevant.

2. Literature review and problem statement

There are many studies that consider the issue of NIDS 
development; new solutions continue to appear every day. 
Work [2] reports the results of the analysis, which revealed 
that about 80 % of the proposed solutions are based on DL 
approaches, and AE and DNN architectures are most often 
used. Although DL schemes have much higher performance 
than ML-based methods, in terms of their self-learning ability 
of features and stronger model fitting ability. But these schemes 
are quite complex and require significant computing resources 
in terms of computing power and data storage capabilities. 
Paper [3] provides an analysis of popular data sets for creating 
NIDS. The KDD99 dataset was found to be the most popular, 
followed by the NSL-KDD and UNSW-NB15 datasets. But 
the problem with the KDD99 dataset is that it is a very old 
dataset, and it doesn’t look like a modern traffic data stream. 
In [4], it is stated that DL is mostly used to study features 
in intrusion detection approaches. It is also suggested to re-
view several areas using deep learning approaches instead of 
surface ML, as well as to conduct further comparative studies 
and explore hybrid architectures. It should be noted that the 
following neural network architectures are often used in the 
analyzed sources: DNN, recurrent neural networks (RNN), 
autoencoders (AE), convolutional neural networks (CNN). In 
addition, modern works propose combinations of the given ar-
chitectures to improve the effectiveness of intrusion detection.

The first thing to note is the researchers’ use of DNNs. 
Work [5] shows the results of using DNN to build a NIDS 
capable of detecting intrusions in real time. It is shown that the 
model demonstrated the following results: 99.48 %, 99.52 %, 
99.34 %, and 99.42 % for accuracy, precision, actual observa-
tions predicted correctly (recall), and f1-measure (f1-score), 
respectively. Disadvantages are low results on the accuracy and 
recall metrics for the NSL-KDD test data set and the lack of 
comparison with other well-known architectures. It should also 
be noted that today it is impossible to be completely sure that 
only the use of DNN is able to detect intrusions as efficiently 
as possible. That is why work [6] presents a methodology based 
on one-dimensional CNN (1D-CNN) for detecting normal and 
four different types of malicious network traffic. It is shown 
that the model is simple and less computationally expensive. 
The following results were also achieved: accuracy, 98.96 %; 
recall, 99.5 %; precision, 99.2 %; and f1-score, 99.34, based on 
the CIC-IDS-2017 dataset. The disadvantages are the com-
parison with other works based only on the accuracy metric, 
which does not allow us to fully understand how effectively the 
model works. Also, the comparison was performed only on the 
training data set; this is not enough for a competent assessment 
of the model.

In addition to using CNN, Long-Short Term Memo-
ry (LSTM) or Gated Recurrent unit (GRU) architectures, 
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4. 3. Experimental environment
As part of the research, Google Colab Pro cloud environ-

ment was used for experiments. This environment provides 
access to powerful computing resources, making it ideal for 
resource-intensive tasks.

Python version 3.10.12, TensorFlow version 2.15.0, and 
Keras version 2.15.0 were used for all experiments. The Op-
tuna library was chosen to optimize hyperparameters. This 
open-source library, written in Python, uses Bayesian opti-
mization algorithms to find the best sets of hyperparameters 
for machine learning.

5. Results of the CNN-BiGRU-Attention model 
performance in the classification of malicious network traffic

5. 1. Designing a combined CNN-BiGRU-Attention 
model for creating NIDS

To overcome the current problems of current NIDS 
methods, such as feature selection and finding a balance 
between model performance and computational cost, a hy-
brid intrusion detection model is proposed. It is based on a 
time-dependent deep learning approach using the attention 
mechanism. First, a 1D convolutional neural network is built 
to extract high-level features. This ensures preferential pres-
ervation of information about the original data and speeds 
up the subsequent classification process. Second, a two-layer 
BiGRU with a soft attention mechanism is added as a classi-
fier, as shown in Fig. 1.

The application of 1D CNN is reflected in the model’s 
ability to detect local patterns in sequential data and reduce 
their dimensionality. By using convolutional and pooling lay-
ers, the number of parameters and computational complexity 
of the model is reduced. The use of BiGRU is a key element of 
the framework, as it allows efficient modeling of dependences 
in time series data. BiGRU consists of two recurrent gradient 
modules that process information in both forward and reverse 
directions. This configuration allows the model to take into 
account both past and future context when processing the 
current item in the time sequence. Adding an attention mecha-
nism to the model structure helps focus on the most important 
or relevant parts of the input data, reducing the amount of 
computation required to classify intrusions. After the weight 
mechanism, a fully connected layer is used to combine data 
features, and a dropout layer reduces overtraining and improves 
the generalization ability of the model.

That is why it is assumed that the presented complex 
model can provide effective detection of intrusions under 
conditions of significant computational load.

Convolutional neural network. CNN uses several layers of 
arrays for data processing [11]. The task of the convolutional 
layer is to extract features while preserving consistent infor-
mation. CNN exploits the spatial correlations present in the 
input data. Each subsequent layer of the neural network con-
sists of connections of input neurons. This particular area is 
known as the local receptive field [14]. The local receptive 
field is concentrated on invisible neurons. Hidden neurons 
analyze the input data inside the specified field, without 
knowing about the changes that occur outside it. 1D CNNs 
are capable of automatically extracting important features 
from network data such as data packets, event logs, etc. This 
enables the detection of hidden patterns and anomalies that 
may indicate network attacks. Figure 1 shows a model that 
uses a 1D CNN.

recall, 98.882 %. For the UNSW-NB15 data set: accuracy, 
82.08 %; false positive rate, 6.092 %; and recall, 92.506 %. The 
disadvantage of the work is the insufficient number of studies 
for a comparative analysis of the effectiveness of the model.

Consequently, most reviewed papers focus on combina-
tions of neural network architectures to improve network 
intrusion detection. But taking into account the analysis of 
studies [5, 8, 10], we can say that after building the model 
and conducting experiments, the use of NIDS models in real 
time was not demonstrated in further works. It also shows 
the lack of accuracy in detecting network threats that were 
not known until today. Also, in works [6, 7, 9, 11, 12] insuf-
ficient evaluation metrics were presented in order to fully 
assess the significance of the developed models and insuffi-
cient number of works for comparative analysis. It provokes 
thought about other ways to solve these problems and pre-
determines the further study of new solutions to this task.

3. The aim and objectives of the study

The purpose of our study is to determine the potential 
capabilities of a combined model based on deep learning and 
an attention mechanism in the classification of malicious 
network traffic. This will make it possible to effectively and 
quickly detect network intrusions and further consider a 
model for real-time intrusion detection.

To achieve this goal, the following tasks were set:
– to propose a combined model for creating NIDS, which 

consists of CNN, BiGRU, and attention mechanism;
– to investigate existing models implemented in the 

TensorFlow framework, train the models on NSL-KDD and 
UNSW-NB15 data sets and compare them with the devel-
oped model;

– to compare the performance of the constructed model 
with the results of modern research.

4. The study materials and methods

4. 1. The object and hypothesis of the study
The object of our research is the process of recognizing 

intrusions in computer networks. The main hypothesis of the 
study assumes that the combined CNN-BiGRU model com-
bined with the attention mechanism can accurately, efficiently, 
and quickly categorize network intrusions. When comparing 
the model with the results of modern research, only 4 evalua-
tion metrics are taken into account. This is because some stud-
ies used the necessary evaluation metrics, while others did not.

4. 2. Evaluation metrics
The proposed CNN-BiGRU-Attention model is evaluat-

ed using accuracy, precision, recall, and f1-score metrics [13]. 
Accuracy is the proportion of correct recognitions in the 
total amount of data. Precision is a measure of the accuracy 
of the positive predictions made by the model. It is calculated 
as the ratio of the number of correctly predicted positive ob-
servations to the total number of predicted positive results. 
Recall is a measure of the model’s ability to capture all pos-
itive outcomes. It calculates the ratio of correctly predicted 
positive observations to the actual positive observations.  
F1-score gives the harmonic mean of precision and recall, 
which is a balanced measure that accounts for both false 
positives and false negatives.
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Bidirectional gated recurrent unit. RNNs are prone 
to gradient fading and gradient explosion, so a neural 
network like LSTM [15] or GRU [15] is usually chosen 
to prevent this. GRU and LSTM belong to the network 
architecture of RNN, and both use control mechanisms 
to control the flow of information. The difference is that 
LSTM has three nodes, including an input node, a forget 
node, and an output node, while GRU is a simplified 
version of LSTM and contains only a reset node and a 
refinement node. Compared with LSTM, GRU has a sim-
pler model structure with fewer parameters, as shown in 
experimental results [16]; the functional diagram of GRU 
is shown in Fig. 2.

It should be noted that the current input is xt, and the 
new state ht after time t consists of two parts: the candidate 
state th  and the past state ht-1:

( ) 11 .t t t t th z h hz−= − +     (1)

The reset node rt is working in the process of obtaining 
the candidate state. The method of obtaining a candidate 
state is similar to a traditional RNN, except for the mecha-
nism of nodes:

( )( )1tanh ,t xh hh i ht tx W W rh h b−= + ° +   (2)

where ∘ is the Hadamard product,
W is the weight matrix,
b – displacement.
Here, rt helps control how much information from the 

past state can be added to the candidate state. The reset 
node rt is updated as follows:

( )1 .t t xr t hr rr x W h W b−= σ + +    (3)

According to equation (3), to obtain the new state ht, the 
refinement node zt plays the role of balancing the previous 
state ht-1 and the current candidate state .th  zt can be regard-
ed as a node for sharing past information and new infor-
mation. Updating zt is similar to updating rt:

( )1 .t t xz t hz zz x W h W b−= σ + +    (4)

BiGRU consists of forward and reverse GRU, so it can 
not only use past information in forward order but also use 
future information in reverse order [17]:

( ), [1, ],t th GRU x t T= ∈
 

 

 
  Fig.	1.	CNN-BiGRU-Attention	model	for	network	intrusion	detection

 

 
  Fig.	2.	GRU	block	diagram
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  (5)

Experiments [13] showed that BiGRU and BiLSTM 
work more efficiently than GRU and LSTM in creating 
network intrusion detection systems, so BiGRU was chosen 
for further research.

Mechanism of soft attention. Traffic detection environ-
ments are typically deployed on firewalls. The hardware plat-
form on which the firewall is hosted is usually limited in com-
puting and storage resources. More than the nominal traffic 
capacity causes the firewall to become a bottleneck of the net-
work transmission channel, which does not facilitate network 
transmission. Especially in the case of limited computing re-
sources, more traffic must pass through the firewall in real time. 
Therefore, the traffic detector must use reasonable computer 
resources. And the attention mechanism can accurately solve 
a complex problem, the attention mechanism is a resource allo-
cation scheme, which is the main means of solving the problem 
of information overload [18]. The rational and efficient use of 
computing resources allows the detection model to focus on the 
recognition of malicious traffic feature maps. The mechanism 
of attention is divided into soft attention, hard attention, and 
self-attention [19]. The mechanism of soft attention is used in 
this work. First of all, the model has an attention weight matrix 
that can be trained, after the function is activated, the value 
is passed to the softmax function to obtain the weight value, 
and the K-dimensional weight vector of the sum of the values 
is 1. Finally, the attention vector can be obtained by weighted 
computation of the hidden state:

( )tanh ,t w t wu W h b= +      (6)

( )
( )

exp
,

exp

T
t w

t T
t wt

u u
a

u u
=

∑
    (7)

,t tt
V a h= ∑      (8)

where ht is a hidden state, Ww is a matrix of attention 
weights, bw is an attention bias, at is a matrix of weight 
coefficients, and V is an attention vector weighted by the 
attention mechanism.

5. 2. Training of existing models on data sets and their 
comparison

The effectiveness of NIDS depends largely on the qual-
ity and quantity of data used to train and evaluate the 
system. With the development of ML and neural networks, 
datasets have become a key component in building accu-
rate and reliable intrusion detection systems. The selected 
data set is used not only for training the NIDS model but 
also for evaluating the effectiveness of the proposed NIDS 
model [20]. Because of the difficulty of directly collecting 
real-time attack data, researchers can use publicly available 
standard datasets based on network traffic. NSL-KDD and 
UNSW-NB15 are selected for further research. These two 
datasets are widely used in current models, making experi-
mental results better comparable to state-of-the-art models.

Datasets. The UNSW-NB15 data set [21] was built in the 
UNSW Cyber Polygon Laboratory to create a hybrid of real 
modern routine activity and synthetic modern behavior. Each 
UNSW-NB15 record has 49 features, which are divided into 
flow features, basic features, content features, time features, ad-

ditionally generated and labeled signs, as given in Table 1. The 
main categories of records are normal records and attack re-
cords; attack records are divided into nine families according to 
the nature of the attack. According to [22], the data set has the 
following types of attacks: normal, fuzzers, analysis, backdoors, 
DoS, exploits, generic, reconnaissance, shellcode, worms.

Table	1

Features	of	the	dataset	UNSW-NB15

No. Feature ID

1 scrip

2 sport

3 dstip

4 dsport

5 proto

6 state

7 dur

8 sbytes

9 dbytes

10 sttl

11 dttl

12 sloss

13 dloss

14 service

15 sload

16 dload

17 spkts

18 dpkts

19 swin

20 dwin

21 stcpb

22 dtcpb

23 smeansz

24 dmeansz

25 trans-depth

26 res_bdy_len

27 sjit

28 djit

29 stime

30 ltime

31 sintpkt

32 dintpkt

33 tcprtt

34 synack

35 ackdat

36 is_sm_ipsports

37 ct_state_ttl

38 ct_flw_http_mthd

39 is_ftp_login

40 ct_ftp_cmd

41 ct_stv_src

42 ct_stv_dst

43 ct_dst_ltm

44 ct_src_ltm

45 ct_src_dport_ltm

46 ct_dst_sport_ltm

47 ct_dst_src_ltm

48 attack_cat

49 label
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The NSL-KDD dataset [23] is widely used in intrusion 
detection experiments. Most researchers use the NSL-KDD 
dataset as a reference dataset. Dataset categories are made 
more balanced by intelligently customizing them. Each 
record has 41 features that reveal different features of the 
stream, as well as a label assigned to each of them as either 
an attack type or a normal one. Features are divided into ba-
sic features, content features, time features, and host based. 
It should be noted that the 42nd attribute contains data on 
different 5 classes of network connection vectors, which are 
divided into one normal class and four attack classes. These 
4 classes of attacks are divided into DoS, Probe, R2L and 
U2R [22]. Table 2 gives all the features of the data set.

Table	2

Features	of	the	dataset	NSL-KDD

No. Feature ID

1 duration

2 protocol_type

3 Service

4 Flag

5 Src_bytes

6 Dst_bytes

7 Land

8 Wrong_fragment

9 Urgent

10 Hot

11 Num_failed_logins

12 Logged_in

13 Num_compromised

14 Root_shell

15 Su_attempted

16 Num_root

17 Num_file_creations

18 Num_shells

19 Num_access_files

20 Num_outbound_cmds

21 Is_host_login

22 Is_guest_login

23 Count

24 Srv_count

25 Serror_rate

26 Srv_serror_rate

27 Rerror_rate

28 Srv_rerror_rate

29 Save_srv_rate

30 Diff_srv_rate

31 Srv_diff_host_rate

32 Dst_host_count

33 Dst_host_srv_count

34 Dst_host_same_srv_rate

35 Dst_host_diff_srv_rate

36 Dst_host_same_src_port_rate

37 Dst_host_srv_diff_host_rate

38 Dst_host_serror_rate

39 Dst_host_srv_serror_rate

40 Dst_host_rerror_rate

41 Dst_host_srv_rerror_rate

The Optuna library was used to optimize the hyperpa-
rameters of the developed model. Other main parameters 
of the model are given below: dropout 0.5, number of ep-
ochs 50, batch size 192; Adam is chosen as the optimizer 
for parameter training. The model uses the loss function 
categorical_crossentropy for multiclass classification and 
binary_crossentropy for binary classification. Minimizing 
loss functions allows the model to predict results that are 
closer to real labels.

Comparison of existing models with new NIDS models 
becomes necessary to evaluate their performance and deter-
mine the optimal solution for specific application conditions. 
The following models are implemented using the TensorFlow 
framework: DNN, AE-DNN, BiLSTM, LSTM, GRU, and 
CNN-BiLSTM. The same basic parameters used for train-
ing the CNN-BiGRU-Attention model were applied to train 
the models. Below, Tables 3–6 give the results of multiclass 
classification.

Table	3

Accuracy	of	models	on	the	NSL-KDD	data	set		
(multiclass	classification)

Model ID Training Validation Testing

DNN 99.70 99.71 77.92

AE-DNN 99.50 99.51 76.22

LSTM 91.53 91.71 71.57

GRU 98.70 98.68 74.56

BiLSTM 97.26 97.27 74.03

CNN-BiLSTM 99.65 99.66 72.60

CNN-BiGRU-Attention 99.81 99.81 82.16

Table	5

Accuracy	of	models	on	the	UNSW-NB15	data	set		
(multi-class	classification)

Model ID Training Validation Testing

DNN 97.71 97.69 97.67

AE-DNN 97.67 97.58 97.63

LSTM 97.08 97.01 97.06

GRU 97.75 97.67 97.72

BiLSTM 97.77 97.69 97.77

CNN-BiLSTM 97.72 97.65 97.70

CNN-BiGRU-Attention 97.80 97.81 97.72

Table	4

Comparison	of	models	by	precision,	recall,	and	f1-score	metrics	based	
on	the	NSL-KDD	data	set	(multi-class	classification)

Model ID
Training Testing

Precision Recall F1-score Precision Recall F1-score

DNN 99.75 99.74 99.74 82.02 77.92 79.91

AE-DNN 99.51 99.50 99.50 77.38 76.22 76.79

LSTM 91.83 91.52 91.67 77.14 71.57 74.25

GRU 98.61 98.69 98.65 72.40 74.56 73.46

BiLSTM 96.49 97.26 96.87 68.97 74.02 71.40

CNN-BiLSTM 99.65 99.65 99.65 77.49 72.60 74.96

CNN-BiGRU-Attention 99.81 99.81 99.81 83.75 82.16 82.95
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A comparison of the effectiveness of the pro-
posed model with well-known models on the  
NSL-KDD and UNSW-NB15 data sets for binary 
classification is given in Tables 7–10.

Table	7

Accuracy	of	models	on	the	NSL-KDD	data	set		
(binary	classification)

Model ID Training Validation Testing

DNN 99.80 99.74 81.53

AE-DNN 99.38 99.36 78.77

LSTM 98.71 98.71 79.48

GRU 98.39 98.52 78.44

BiLSTM 97.64 97.52 74.80

CNN-BiLSTM 99.63 99.61 76.20

CNN-BiGRU-Attention 99.83 99.84 85.26

Table	9

Accuracy	of	models	on	the	UNSW-NB15	data	set	
	(binary	classification)

Model ID Training Validation Testing

DNN 99.16 99.17 99.16

AE+DNN 99.02 98.96 98.97

LSTM 98.72 98.71 98.71

GRU 99.00 99.01 98.98

BiLSTM 99.16 99.15 99.13

CNN-BiLSTM 99.17 99.15 99.15

CNN-BiGRU-Attention 99.18 99.16 99.15

As a result, the CNN-BiGRU-At-
tention model demonstrated the best 
performance on the NSL-KDD data-
set, while BiLSTM, LSTM, and GRU 
performed worse. But if you look at 
the UNSW-NB15 data set, according 
to the precision evaluation metric, the 
CNN-BiLSTM model has higher ac-
curacy for multiclass classification and 
identical results for recall and f1-score 
for binary classification. Therefore, 
there is still room for improvement of 
the developed CNN-BiGRU-Attention 
model.

5. 3. Comparison of the proposed 
CNN-BiGRU-Attention model with modern 
developments

Tables 11, 12 give data on modern develop-
ments, which have new solutions for detecting 
network intrusions, justified by the need to 
devise more effective and reliable methods of 
protection against cyber-attacks. These devel-
opments focus on various aspects of cyber se-
curity, including the detection of new threats, 
vulnerability analysis, the development of ML 
algorithms to detect anomalous network ac-
tivity, and the improvement of security inci-
dent response techniques. Comparison with 
these works allows us to understand how well 
the proposed model meets modern require-
ments and whether it is possible that they will 
bring new ideas or improvements to existing 
approaches.

Table	11

Comparison	of	the	proposed	model	with	modern	
developments	(NSL-KDD)

Model ID Accuracy Precision Recall F1-score

DNN [5] 99.48 99.52 99.34 99.42

1D CAE OCSVM [10] 91.58 N/A 97.11 N/A

CNN-BiLSTM [12] 99.22 N/A 98.88 N/A

SRFCNN-BiGRU [13] 99.81 99.76 99.81 99.79

S-ResNet [24] 99.53 N/A 99.53 99.54

CNN-GRU [25] 99.69 99.65 99.69 99.70

Proposed model 99.81 99.81 99.81 99.81

Table	6

Comparison	of	models	by	precision,	recall,	and	f1-score	metrics	based	on	the	
UNSW-NB15	data	set	(multi-class	classification)

Model ID
Training Testing

Precision Recall F1-score Precision Recall F1-score

DNN 97.60 97.71 97.65 97.47 97.71 97.58

AE-DNN 97.67 97.45 97.55 97.25 97.63 97.43

LSTM 96.98 97.09 97,03 97.00 97.06 97.02

GRU 97.46 97,80 97.62 97.41 97.71 97.55

BiLSTM 97.53 97.77 97.64 97.52 97.74 97.62

CNN-BiLSTM 97.70 97.71 97.70 97.62 97.70 97.65

CNN-BiGRU-Attention 97.61 97.81 97.71 97.50 97.72 97,61

Table	8	

Comparison	of	models	by	precision,	recall,	and	f1-score	metrics	based	on	the	
NSL-KDD	dataset	(binary	classification)

Model ID
Training Testing

Precision Recall F1-score Precision Recall F1-score

DNN 99.79 99.79 99.79 85.56 81.52 83.49

AE-DNN 99.37 99.37 99.37 82.28 78.77 80.48

LSTM 98.71 98.71 98.71 82.68 79.47 81.04

GRU 98.38 98.38 98.38 81.86 78.44 80.11

BiLSTM 97.65 97.64 97.64 82.12 74.79 78.12

CNN-BiLSTM 99.63 99.63 99.63 81.10 76.20 78.57

CNN-BiGRU-Attention 99.83 99.83 99.83 86.10 85.30 85.7

Table	10

Comparison	of	models	by	precision,	recall,	and	f1-score	metrics	on	the	
UNSW-NB15	data	set	(binary	classification)

Model ID
Training Testing

Precision Recall F1-score Precision Recall F1-score

DNN 99.16 99.16 99.16 99.13 99.16 99.14

AE-DNN 99.00 98.97 98.98 98.99 98.96 98.98

LSTM 98.83 98.72 98.77 98.18 98.71 98.44

GRU 99.00 99.00 99.00 98.99 98.89 98.93

BiLSTM 99.16 99.16 99.16 99.13 99.13 99.13

CNN-BiLSTM 99.18 99.17 99.17 99.15 99.14 99.14

CNN-BiGRU-Attention 99.17 99.17 99.17 99.15 99.15 99.15
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It should be noted that Tables 11, 12 give values “N/A”, 
which shows the absence of data on these metrics in the 
work. It should also be noted that the comparison was based 
on the results of the models on the training data sets, which 
is due to the lack of information on the test data in some 
works.

6. Discussion of results from comparing the proposed 
CNN-BiGRU-Attention model with well-known models 

and modern developments

Tables 3, 4 demonstrate that the proposed model has the 
highest indicators according to all evaluation metrics. The 
LSTM model has the lowest performance of 91.53 % and 
71.57 % for the NSL-KDD training and testing datasets, 
respectively. This may be due to the gradient vanishing or 
dropout problem, especially for long sequences, resulting in 
poor adaptation to complex patterns in network traffic. At the 
same time, according to evaluation metrics, the closest model 
to the proposed one is DNN, with an accuracy of 99.70 % and 
77.92 % for training and testing data, which can detect rapid-
ly changing abnormal patterns. However, the proposed model 
combined with the attention mechanism better focuses on the 
important parts of the input data, so it has accuracy rates of 
99.81 % and 82.16 % for training and testing data.

But not everything is so clear if you look at Tables 5, 6. 
Based on Table 5, the proposed model performed better on 
the training and validation data, but the BiLSTM model has 
a better accuracy rate on the test data. In Table 6, part of the 
evaluation metrics is better in the proposed model, and the 
other part in the CNN-BiLSTM model, again the attention 
mechanism allowed us to focus on the important parts of the 
network traffic.

In Tables 7, 8, according to all evaluation metrics, the 
proposed model is better, the closest model in terms of re-
sults is DNN. In Table 9, according to all evaluation metrics, 
the proposed model is almost better, the f1-score indicator 
for the proposed model and CNN-BiLSTM turned out to be 
identical. In Table 10, as in Table  6, part of the evaluation 
metrics is better in the proposed model, and the other is bet-
ter in CNN-BiLSTM, therefore, in future studies, attention 
should be paid not only to the combination of CNN-BiGRU 
but also to CNN-BiLSTM, considering the good perfor-
mance on the UNSW-NB15 dataset.

Considering the results in Tables 11, 12, the proposed 
model has good performance in contrast to other models and 
current developments of NIDS based on deep learning. The 
high performance of the model became possible owing to the 
addition of an attention mechanism that focused on different 

parts of the input data, giving priority weight to import-
ant aspects, unlike the developments in Tables 11, 12. 
Also, hyperparameter optimization helped tune param-
eters such as learning rate, network size, etc., to achieve 
optimal performance.

The results of the proposed model for the NSL-KDD 
data set for all evaluation metrics are 99.81 %. For the 
UNSW-NB15 data set, the evaluation metrics are as fol-
lows: accuracy, 97.80 %; precision, 97.61 %; recall, 97.81 %; 
f1-score, 97.71 %. The results reflect a significant improve-
ment in the efficiency and reliability of the developed 
NIDS, in particular, the proposed solution made it possible 
to increase the accuracy of detecting anomalous activity 

and improve the system’s ability to respond to intrusions. 
Unlike [5], in which only DNN was used to build the model, 
the results of the proposed model show an improvement in 
the detection of network intrusions according to all evalua-
tion metrics. This is made possible by considering not only 
DNNs but also other architectures and their combinations. 
Unlike [10], in which a combination of 1D convolutional AE 
architecture and SVM was used, the results of the proposed 
model are better in accuracy and recall metrics for the NSL-
KDD and UNSW-NB15 datasets. This becomes possible ow-
ing to the combined architecture of 1D CNN and BiGRU, and 
it gives an understanding that the use of machine learning 
algorithms is not enough for effective detection of intrusions. 
In contrast to [25], in which a combination of CNN and Bi-
GRU architectures were used for construction, the results of 
the proposed model on the NSL-KDD dataset show better 
results on all evaluation metrics. This is made possible not 
only by the combination of architectures but also by the 
addition of an attention mechanism. In contrast to [7], in 
which multi-scale CNN and LSTM were used, the results 
of the proposed model on the UNSW-NB15 data set show 
better results on the accuracy metric. This is made possible 
by using a 1D CNN rather than a multi-scale CNN to extract 
spatial features of the data. From the point of view of com-
putational resources, multiscale CNN has higher computa-
tional complexity compared to 1D CNN. In contrast to [26], 
in which a hierarchical CNN-Attention network was used, our 
model improves the best results according to the accuracy met-
ric. This is made possible by adding the BiGRU architecture 
to automatically determine the importance of features during 
training, taking into account the dependences between features 
and selecting the most informative ones for classification.

Although the current research has produced satisfactory 
results, it is still not perfect. A limitation in trying to apply 
the model in practice is problems with the interpretation of 
the results, that is, the model’s solutions can be difficult for 
a person to understand and reproduce. The disadvantage 
of the study is the lack of use of other types of the atten-
tion mechanism and the lack of demonstration of the data 
pre-processing process. Therefore, additional evaluation 
metrics should be paid attention to in future studies, such as 
time spent on classification, time spent on model training. 
This is due to the fact that it is necessary to take into ac-
count the limited resources of critical enterprises to provide 
for the security of corporate networks.

Therefore, in future studies we plan to investigate in 
detail the impact of various attentional mechanisms on the 
performance of network intrusion classification using NIDS 
and add additional evaluation metrics to ensure complete-
ness of studies.

Table	12

Comparison	of	the	proposed	model	with	modern	developments	
(UNSW-NB15)

Model ID Accuracy Precision Recall F1-score

MSCNN [7] 95.60 N/A N/A N/A

TSDL (stacked auto‐encoder) [9] 89.134 N/A N/A N/A

1D CAE OCSVM [10] 94.28 N/A 96.49 95.06

CANET [26] 89.39 N/A N/A N/A

Ensemble SVM [27] N/A 90.5 97.21 93.72

Proposed model 97.80 97.61 97.81 97.71
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7. Conclusions 

1. A combination of two CNN and BiGRU architectures 
with an attention mechanism into a combined CNN-BiG-
RU-Attention model has been proposed. This combination of 
CNN-BiGRU architectures allows us to potentially improve 
feature extraction and classification of cyber threats in net-
work attacks. On the other hand, the attention mechanism 
is able to promote the focus on malicious flows in segments 
of the data flow, which is an important aspect to ensure 
efficiency under conditions of limited computing resources.

2. Existing models were studied: DNN, AE-DNN, 
LSTM, GRU, BiLSTM, CNN-BiLSTM, which were trained 
and compared with each other, including the developed 
CNN-BiGRU-Attention model. As a result of the compar-
ison, it was found that the developed model demonstrated 
the best indicators. Training and testing accuracy for NSL-
KDD data set: 99.81 %, 82.16 %, for UNSW-NB15 data set: 
97.80 %, 97.72 %, respectively.

3. CNN-BiGRU-Attention model was compared to mod-
ern studies, based on which it was found that the model 
has the highest performance for the UNSW-NB15 data set, 
where accuracy, precision, recall, f1-score were 97.80 %, 
97.61 %, 97.81 %, 97.71 %. At the same time, for the NSL-
KDD data set, the proposed model has higher indicators only 
for precision and f1-score. Compared to the SRFCNN-BiG-
RU model [13], the accuracy of 99.81 % and recall of 99.81 % 

are identical. Therefore, it becomes clear that there is room 
for further development and improvement.
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