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cessing, especially spectral analysis, uses special signals 
known as wavelets.

Discrete transforms are widely used in image compres-
sion due to their compact representation of information. 
These transforms can be classified into orthogonal transform 
types and algorithms, such as JPEG and SPIHT (Fig. 1). 

The popularity of the use and application of wavelets in 
the field of image processing increased after the introduction 
of the concept of multiple-scale analysis by the French math-
ematician S. Mallat [1]. He was the first to use wavelets for 
image encoding. US scientists I. Daubechies and S. Mallat 
showed that the practical implementation of wavelet trans-
forms is carried out using a two-band filter bank, known in 
the theory of subband coding (subband transforms). The 
theory of wavelet transforms arose at the beginning of the 
20th century [2]. This includes the theory of the “Haar wave-
let transform”, which is a system of functions.
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The object of study is the recognition and 
identification of various objects in aerospace 
images. To solve the problems of compressing 
hyperspectral aerospace images with losses, 
the development of a compression algorithm is 
proposed. As a result, an algorithm has been 
developed for compressing aerospace images 
for subsequent recognition and identification 
of various objects using wavelet transform for 
processing high- and medium-resolution space 
images when monitoring from remote sensing 
satellites, based on the use of structural features 
of object images. In particular, orthogonal and 
wavelet transforms are presented, adapted 
for compression of hyperspectral aerospace 
images with losses, an adaptive discrete 
cosine transform algorithm is presented, 
followed by quantization with a loss level and 
compression. Thanks to a series of experiments 
on hyperspectral aerospace images, the 
effectiveness of the proposed algorithm in terms 
of the degree of compression, as well as the 
characteristics of the limits of its applicability, 
can be highlighted. The use of wavelets provides 
progressive compression of the bitstream, 
which makes it possible to achieve lossless 
compression with minimal loss of information 
due to the modified Huffman algorithm with 
a compression ratio of 9 more than 2.5 times 
in existing algorithms, as well as the quality 
metric of the restored images, the peak signal-
to-noise ratio is sufficiently below 32.56. 

The developed compression algorithm 
demonstrates the effectiveness of its application 
in terms of a set of characteristics and is superior 
to analogues. The scope and conditions for 
the practical use of the results obtained is a 
comparison of the proposed algorithm with the 
results of experiments obtained for universal 
compression algorithms for archivers and a 
compressor
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1. Introduction

Currently, the development of software systems for 
image compression with data losses is an urgent research 
problem. Lossy data compression algorithms and methods 
cover a wide range, demonstrating high compression rates 
compared to lossless algorithms. Interest in digital imaging 
systems is driven by their ease of use and cost-effectiveness. 
However, their main disadvantage is their lower spatial res-
olution compared to traditional methods. Thus, details in the 
image may be less clear compared to images processed using 
traditional methods. In some cases, this can be critical, such 
as in medical diagnostics or scientific research where fine 
details are important.

In any image processing technique, the main challenge 
is to find an efficient representation to convey the image 
concisely. Modern theory and practice of signal pro-
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With the development of technology and the growth of 
digital data volumes, the need for effective image compres-
sion methods is becoming increasingly urgent. The rapid in-
crease in the number of digital images in various fields such 
as medicine, satellite imaging, computer vision and multime-
dia applications requires improved compression techniques 
to reduce the amount of information stored and transmitted 
without significant loss of quality. This makes research in 
the field of wavelet transforms and other data compression 
methods relevant and necessary for practical application. 
Nevertheless, current level of the wavelet transforms does 
not allow to reach the wanted accuracy leaving some details 
very fuzzy. On the other hand, all current algorithms and 
methods tend to reach the efficiency in compression in the 
way to not lose a lot of needed information.

Therefore, research devoted to the development of effective 
image compression methods, including wavelet transforms, is 
relevant and important for the further development of this field.

2. Literature review and problem statement

Currently, new methods and algorithms for encoding and 
decoding hyperspectral images (HSI) using wavelet trans-
forms are being developed. For instance, research [3] demon-
strate the importance of innovative approaches in the field of 
image processing. In particular, focuses on the development 
of a new hyperspectral imaging method that reduces cost and 
simplifies calibration, but has limitations in processing time 
and resolution. All this suggests that it is advisable to con-
duct a study on an integrated approach to processing remote 
sensing data with high accuracy is proposed, but it requires 
significant computing resources and high-quality source 
data. The advantage of the solutions are high precision of the 
hyperspectral images processing and disadvantage is the lack 
of information on accuracy and approbation of the methods.

In [4], a novel method termed Hyper-Laplacian Regular-
ized Nonlocal Low-Rank Matrix Recovery (HyNLRMR) is 
presented for hyperspectral image (HSI) compressive sensing 
reconstruction. This method integrates nonlocal low-rank 
matrix recovery with a hyper-Laplacian prior to enhance 
the spatial and spectral structured sparsity of HSI data. The 
authors aim to address the limitations of conventional HSI 
compressive sensing reconstruction (CSR) techniques, partic-
ularly in preserving edges and suppressing artifacts. They em-
ploy the alternative direction multiplier method (ADMM) to 
optimize the proposed algorithm, and extensive experiments 
demonstrate its superiority over existing methods. On the 
other hand, the research does not demonstrate high accuracy 
of the solution due to its too universal application.

On the other hand, wavelet transform is one of the current 
trends in new compression algorithms for hyperspectral aero-
space images (AI). The proposed satellite image compression 

system presents significant ad-
vancements in optimizing mem-
ory usage and achieving high 
compression performance while 
maintaining low complexity and 
high throughput [5]. However, 
there are several areas for im-
provement, particularly in scal-
ability, real-time processing, 
error resilience, and long-term 
reliability. Addressing these lim-

itations through future research and development will further 
enhance the system’s applicability and effectiveness in satellite 
communication and image processing. The paper [6] proposes 
a novel approach to optimize memory usage for the Discrete 
Wavelet Transform (DWT) on Field-Programmable Gate 
Array (FPGA) devices and integrates it with an efficient image 
compression system for satellite images. Advantages of the re-
search are a valuable contribution by addressing critical aspects 
of memory optimization and compression performance for sat-
ellite image processing on FPGA devices, the proposed method 
has clear practical implications for enhancing the efficiency of 
satellite image processing systems, potentially leading to better 
utilization of on-board resources and faster data transmission 
rates. Nevertheless, there is the need for further validation 
as the conclusions are primarily based on simulation and 
specific hardware evaluations. Additional validation through 
real-world testing and comparison with existing systems would 
strengthen the paper’s claims. The paper [7] is significant for 
its innovative approach to improving compression efficiency 
while maintaining image quality, a critical challenge in remote 
sensing applications. The advantages of the solution lie in com-
prehensive evaluation, comparison with Existing Techniques 
demonstrating the accuracy. However, there are disadvantages 
as are primarily conducted on a specific set of hyperspectral 
images and does not discuss the generalizability of the results 
to other types of hyperspectral data or different remote sensing 
scenarios, which is crucial for broader applicability. In addition, 
there is lack of real-world validation as the experimental setup 
lacks real-world validation, such as tests on data collected 
from actual satellite missions or under varying environmental 
conditions, which would provide a more realistic assessment 
of the model’s performance. The use of wavelets provides a 
progressive compressed bit stream, which allows achieving 
high compression rates (compression ratio – up to 6.6) due to 
intermediate and combined transformations. The advantage is 
achieved through the use of arithmetic coding. Disadvantages 
are: low compression performance; increasing the complexity 
of the algorithm in terms of the required RAM; relatively low 
quality with intermediate wavelet transforms. Number of bits 
per pixel BpP=0.7.

Researchers [8] investigated the compression of hyper-
spectral AI using the SPIHT algorithm. The standard SPIHT 
algorithm consists of three stages: initialization, sorting, and 
processing. The SPIHT algorithm generates three lists: a list of 
insignificant sets, a list of insignificant pixels, and a list of sig-
nificant ones. The sorting and processing steps continue until 
the required number of bits are obtained. An indicator of the 
number of transformation levels of the SPIHT algorithm is the 
number to the right after the low-frequency and high-frequency 
coefficients – HL1, HL2 and HL3, meaning one-level (1D), 
two-level (2D) and three-level (3D) transformation. The rea-
son for this is that at one of its stages a wavelet transform is 
applied. The Haar and Daubechies transformations are applied 
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To achieve this aim, the following objectives are accom-
plished:

– mathematical formulation for compression algo�-
rithm and prompt detection of changes in high- and medi-
um-resolution space images at different times, based on the 
quantization of wavelet coefficients;

– analysis of the compression algorithm, based on the 
suitable wavelet function for analyzing real space images 
based on theoretical and practical research, carry out re-
search of the developed algorithm using real space images.

4. Materials and methods

4. 1. Object and hypothesis of the study
The object of study is the recognition and identification 

of various objects in aerospace images. The hypothesis of the 
study is to achieve a significant increase in the compression 
ratio in comparison with analogues after wavelet trans-
formations by modifying the adapted Huffman algorithm. 
Based on, analysis of other algorithms the compression 
rate for the suggested solution can achieve the rate of three 
four times.

For the mathematical formulation for compression al-
gorithm and prompt detection of changes in high- and 
medium-resolution space images at different times, based 
on the quantization of wavelet coefficients the fundamental 
methods from vector calculus, signal processing, theory of 
information were applied.

For the analysis of the compression algorithm, based on 
the suitable wavelet function for analyzing real space images 
based on theoretical and practical research, carry out research 
of the developed algorithm using real space images a number 
of experiments were carried out using hyperspectral AI of the 
AVIRIS remote sensing system (Table 1) in the data format of 
the raster geographic information system IdrisiKilimanjaro. 
AVIRIS (Airborne Visible/Infrared Imaging Spectrometer) 
system – provides simultaneous acquisition of 224 spectral 
images with wavelengths ranging from 400 nm and 2500 nm. 
The proposed algorithm is also compared with the experi-
mental results obtained for universal compression algorithms 
for WinRar, WinZip archivers and the Lossless/Lossy JPEG 
compressor, which uses an extension of the JPEG compres-
sion standard, widely used in remote sensing data processing 
systems. The experiments were performed on a PC with an 
IntelCore i5 2.5 GHz processor and 4 GB of RAM running 
the Windows 8.1 operating system.

Important parameters for the characteristics of hyper-
spectral images are the wavelength in nanometers and the 
spectral range.

to the image several times in a row. Regardless of the specific 
filter used, the image is decomposed into subbands so that 
the lower subranges correspond to the high frequencies of 
the image, and the upper ones correspond to the low fre-
quencies of the image, in which the bulk of the image energy 
is concentrated. The advantages of the SPIHT algorithm 
include the ability to select the compression degree over a 
wide range – from 4 to 0.1 bits/pixel; no blockiness of the 
image at high compression rates; if part of the data is lost, it 
is possible to restore the entire image (with worse quality); 
the possibility that the resulting volume of data will have a 
strictly specified size. In this case, the problem that needs to 
be solved is the relative complexity of the implementation, 
instability to failures. Information transmitted before the 
failure allows to restore the image with worse quality, but 
information after the failure cannot be used.

Researchers [9] studied the compression of hyperspec-
tral AIs using the 3D SPIHT algorithm. At the first stage, 
3D DWT is used, at the second stage it is encoded with a 
3D-SPIHT algorithm, where there is a significant correla-
tion between different channel ranges. After decompression, 
the images are evaluated using PSNR=40, BpP=8.23. The 
3D SPIHT algorithm provides a compression ratio of 1.92. 
Here is such a problem as the size of the image proportion-
ally increases the time required to compress and restore the 
image, which increases the computational complexity of the 
algorithm.

Researchers considered [10] that one of the popular 
graphic formats designed for storing images is the JPEG al-
gorithm, which allows lossless and lossy image compression. 
The algorithm of operation of a variation of the simplest 
lossy JPEG encoder consists of the following stages: 

– preprocessing – preliminary processing of the image, 
leading it to a representation convenient for subsequent 
encoding; 

– DCT is used by the JPEG encoder to transform an image 
from its spatial representation to its spectral representation; 

– quantization is the stage at which the main loss of 
information occurs due to rounding of unimportant, high-
frequency DCT coefficients; 

– compression is the encoding of the received data 
using entropy algorithms (arithmetic coding, Huffman 
algorithm, etc.).

Based on the studies of hyperspectral aerospace images in 
the field of compression presented by scientists from China, the 
USA, India, and other countries, it can be inferred that existing 
lossless compression methods and algorithms for hyperspectral 
aerospace images can be enhanced by reducing their compu-
tational load and increasing the compression ratio through 
significant preprocessing steps. Additionally, new preprocess-
ing stages, such as the Walsh-Hadamard transform in com-
parison with the discrete cosine transform, can be proposed 
to effectively increase the compression ratio and reduce 
the time required for forward and inverse transformations.

3. The aim and objectives of the study

The aim of the study is to develop an algorithm for 
compressing aerospace images for subsequent recognition 
and identification of various object. The achievement of 
this will allow to transmit the information with more effi-
ciency on one hand and allow to increase the efficiency of 
the detection.

Table 1

Main characteristics of hyperspectral remote sensing systems

Satellite system Organization
Number 
of bands

Spectral 
range

Space sensor

Hyperion, satellite EO-1
Goddard Space 
Flight Center

220 0.4–2.5 nm

AVIRIS (airborne visible  
infrared imaging spectrometer)

Jet Propulsion 
Laboratory

224 0.4–2.5 nm

Onboard sensor

Resurs-P
JSC «Ross  

Cosmos «Progress»
128 0.4–1.1 nm
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5. Results of research into aerospace image 
compression algorithms

5. 1. Mathematical formulation for compression algo�-
rithm and prompt detection of changes in high- and medi-
um-resolution space images at different times

The research was carried out during the processing 
of high- and medium-resolution satellite images during 
monitoring from the Kazakh remote sensing satellites Ka-
zEOsat-1 and KazEOsat-2, based on the use of structural 
features of images of objects (Fig. 2).

Haar wavelet transform methods have a complete or-
thonormal system of basis functions with a local domain 
of definition [8]. These functions are called Haar wavelets, 
which are used in preprocessing in the image compression 
task. Wavelets are systems of functions used for information 
representation, filtering, compression and storage. The Haar 
wavelet is the following simple step function according to 
formula (1):

( )

1
1 0 ,

2

1
1 1 ,

2

0, in other cases.

x

x x

  ≤ <   
  Ψ = − ≤ <   




		     (1)

The Haar wavelet has a compact carrier. Obviously, the 
wavelet carrier combines two half-intervals [ ) [ )0;1/2 1/2;1 .∪  
The Haar wavelet is well localized in the time domain, but is 
not continuous (Fig. 3).

The Haar wavelet matrix has the property of orthogonal-
ity and looks as follows, formula (2):

1 1

2 2 .
1 1

2 2

H

 
 
 =
 

− 
 

			         (2)

The use and application of wavelets 
in the field of image processing has in-
creased in popularity since the introduc-
tion of the concept of multi-scale anal-
ysis. Wavelets are used here to encode 
images. The practical implementation 
of wavelet transforms is carried out us-
ing a two-band filter bank, known in 
the theory of subband coding (subband 
transforms). The main feature is the 
filter construction criteria. Based on the 
wavelet theory developed by Haar, the 
Daubechies family of wavelets is created.

The Daubechies Wavelet Transform 
method describes a family of wavelet 
transforms. Daubechies wavelet trans-
forms combine the use of Haar wavelets 
and concepts such as weighted aver-
age and weighted difference. Based on 
this, two filters will be built for the 
Daubechies transformation – high-fre-
quency and low-frequency, subject to 
quantization. Quantization is the pro-

cess of reducing the amount of information required to store 
the original values of an image, with a partial loss of accu-
racy and quality. The final matrix is formed by dividing the 
original matrix by the quantization matrix. When restoring 
the original image, as in the previous example of the Haar 
wavelet, the resulting matrix is subject to transposition [12].

Transformation of a data structure based on the original 
hyperspectral AI storing the values of wavelet coefficients, 
using the example of a one-dimensional Haar wavelet. 
Fundamental to wavelet analysis is the idea of isolating 
information at different levels of detail. Details, in turn, can 
be thought of as scale or resolution information. The idea on 
which the application of wavelet analysis to image compres-
sion is based: isolating the information that details carry and 
removing those information details that are small and have 
little effect on the image as a whole.

Proposed stages of the algorithm using Haar wavelets for 
compression of hyperspectral aerospace images:

1. Transformation of the data structure based on the orig-
inal hyperspectral AI, storing the values of the wavelet coeffi-
cients, using the example of a one-dimensional Haar wavelet. 

2. Transformation of the data structure based on the orig-
inal hyperspectral AI, storing the values of the wavelet coeffi-
cients, using the example of a two-dimensional Haar wavelet. 

3. Transformation of the obtained data structures based 
on steps 1–2 by quantization of the wavelet coefficients. 

4. Using standard criteria for the quality of restored images. 
5. Compression of the obtained structures of stage 4 by 

the modified Huffman algorithm.

 

 
a b

Fig. 2. Remote sensing: a – satellites KazEOsat-1 and KazEOsat-2, b – images [11]

 

 
  

Fig. 3. Graph of the Haar wavelet function [1]
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The Haar function system has the main properties 
specific to wavelets: local domain of definition (limited by 
carriers), orthogonality and unit norm, zero mean. Current-
ly, many researchers, especially those working in practical 
applications for image compression, understand wavelets as 
a broader class of functions.

The functions proposed by the Hungarian mathemati-
cian A. Haar in 1910 and subsequently called Haar wavelets 
are discontinuous and very convenient for initial image anal-
ysis. The Haar function is defined by the formula:

( )
[ )

[ )
[ )

1if 0, 1/ 2 ,

1if 1/ 2, 1 ,

0 if 0, 1 .

t

t t

t

 ∈
Ψ = − ∈
 ∉

Haar wavelet transform:
– the transformation method is that the image lines are 

transformed, thereby carrying out a one-dimensional wave-
let transform;

– finding half-sums and half-differences using Haar 
wavelets, as the use of low and high-frequency filters [9].

Considering the details of the stages of converting hy-
perspectral AI channel values I[m, n, k] based on one-dimen-
sional Haar wavelet using existing low-pass and high-pass 
coefficient function filters. 

Step 1. Creation of a sequence based on the original im�-
age with the following function: 

[ ]( ) [ ] [ ]( )
[ ] [ ]( )1

.01

,.22

, , 1, 1, 1 , , ...

... 1, 1, 1 , , ,nn

n

n
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I m n k I m n k−

= + + − ×ϕ +

+ + + − ×ϕ

where n – serial number of the term. 
Step 2. Calculation of the average values of pairwise ad�-

jacent values using the following formulas: 
– half sums:

[ ]
[ ] [ ]
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1, 1 2, 2
;

2I m n k

I m n I m n
a −

+ + + + +
= 		  (3)

– semi-differences:
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1, 1 2, 2
.
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d −

+ + − + +
= 		  (4)

Step 3. Obtaining new data structures for hyperspectral 
AI [ ], , 1I m n ka −  and [ ], , 1I m n kd −  based on half sums and differences.

Step 4. Decomposition of f(t) based on step 2 and 3, half-
sum and half-difference components:
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Step 5. Calculation of wavelet coefficients: low frequency:

[ ]
[ ] [ ]1 2

, , 1 ,

1, 1 2, 2
,

2
n n

I m n k n

I m n I m n
a + +

−

+ + + + +
=  

n=0,…2n-1–1,			   (6)

using the properties of orthogonality and normalization of 
the function f(I[m, n, k]), calculate high-frequency coeffi-
cients dI[m,n,k],n according to the following formula [10]:

[ ]
[ ] [ ]1 2

, , 1 ,

1, 1 2, 2
,

2
j j

I m n k j

I m n I m n
d + +

−

+ + − + +
= 	 (7)

where j=0,... 2n-1–1.
Let’s place the result in matrices [ ], , .Haar II m n kΨ

After the Haar wavelet transformation, let’s obtain the 
wavelet coefficients of two components – low-frequency and 
high-frequency. If it is necessary to compress this image, it is 
possible to pay attention to the value of the high-frequency 
coefficients, which may be subject to the quantization pro-
cedure. Let’s remember only the specified % of the largest 
coefficients (low-frequency), the remaining smallest (%) 
coefficients are set to zero (high-frequency). 

At the stage of restoring the original image channels, 
the spectral components are decoded by transforming the 
matrix of Haar wavelet coefficients.

The advantage of conversion: the ability to highlight 
low-frequency areas in the image while maintaining excel-
lent quality, due to which the compression ratio is increased. 

Based on the proposed schemes and developed effective al-
gorithms for lossless hyperspectral AI compression in p. p. 2. 1 
it is possible to conclude that the requirements for ensuring high 
compression ratios and computational efficiency are met [13]. 

One way to obtain a two-dimensional wavelet transform 
of an image of size 2m×2n, is to first apply a one-dimensional 
wavelet transform to each of the rows 2m of hyperspectral AI 
channels, and then apply a one-dimensional wavelet trans-
form to each of the 2n columns.  

The first way is to have the image rows converted first and 
then transform the image columns with the converted rows.

Considering the details of the stages of converting hy-
perspectral AI channel values I[m, n, k] based on two-dimen-
sional Haar wavelet. 

Step 1. Creation a sequence based on the original image 
with the following function: 

[ ] [ ]( )
[ ] [ ]

[ ] [ ]( )

[ , , ] [ , , ]

1 1 ,
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Step 2. Based on the generated function, let’s transform 
the image lines to obtain wavelet coefficients: 
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As a result, let’s receive a new set with coefficients result-
ing from the wavelet transform I[m, n, k]:
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Step 3. Based on the generated rows with coefficients, 
let’s transform the image columns: 
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The results placed in [ ], , .Haar III m n kΨ

So, one of the ways to obtain a two-dimensional wavelet 
transform of an image of size m×n, is to first apply a one-dimen-
sional wavelet transform to each of the m rows, and then apply 
a one-dimensional wavelet transform to each of the n columns.

For example of a fragment of a hyperspectral AI [14]:

[ ]

128 123 0 105

0 105 0 105
, , .

128 121 128 121

0 103 128 121

I m n k

 
 
 =  
   

By applying the one-dimensional Haar wavelet trans-
form to the first row, the values of the approximation coeffi-
cients and differences are calculated:

1

1

1
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d
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Similarly, the one-dimensional Haar wavelet transform 
is applied to the remaining rows of the matrix I [m, n, k]. The 
result is a new matrix, the first two columns of which contain 
the values of the approximation coefficients of each row, and 
the next two columns contain the values of the difference 
coefficients. 

The result is a transformed first-level matrix:

[ ]

64 114 0 0

64 112 0 0
, , .

64 9 0 0

64 9 0 0

I m n k

 
 
 =  − −
  − − 

The converted matrix is divided into four second-level 
filters.

From Fig. 4 it is clear that a full quarter of the two-dimen-
sional transformation coefficients are the result of the action of 
a high-pass filter (H) on the rows, and then its action on the re-
sulting columns of information. This is the block of coefficients 
in the lower right corner of the diagram, labeled HH [15]. 

Fig. 4. LL, HL, LH, HH Filter Matrix (developed by the authors)

The other quarter of the two-dimensional transform 
coefficients is the result of the low-pass filter (L) acting on 
the columns of information that have already been passed 
through the high-pass filter. This block, designated LH, is 
located in the upper right corner of Fig. 1. Similarly, the HL 
block located in the lower left corner is the result of low-fre-
quency processing of the rows, followed by high-frequency 
processing of the columns [16]. 

Currently, new methods and algorithms for encoding and 
decoding hyperspectral AIs using wavelet transforms are 
being developed [17–23]. For example, a group of researchers 
Emmanuel, Sujithra, Pizzolante believe that wavelet trans-
form [24, 25] is one of the current trends in new compres-
sion algorithms for hyperspectral AI. The use of wavelets 
provides a progressive compressed bit stream, which allows 
achieving high compression rates (compression ratio – up 
to 6.6) due to intermediate and combined transformations. 
The advantage is achieved through the use of arithmetic 
coding. Disadvantages are: low compression performance; 
increasing the complexity of the algorithm in terms of the 
required RAM; relatively low quality with intermediate 
wavelet transforms.

In the above-described wavelet transformations, hy-
perspectral AI channels were divided into two filters: low 
frequency (LF) and high frequency (HF). Haar wavelets 
(one-dimensional and two-dimensional transformation) and 
Daubechies wavelet were used as filters.

After wavelet transformations, the high-frequency com-
ponents of hyperspectral AI are subject to quantization 
(rounding) or values close to 0 – zeroing, which is subse-
quently encoded. The effectiveness of using the wavelet 
transform is that the Haar and Daubechies wavelets are 
preparatory data processing to present a more compact rep-
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resentation of the data and subsequent compression. The loss 
level is controlled by the quantization step.

Step 1. Based on the original image and the found low-
pass and high-pass filters, linear quantization matrices are 
calculated for one-dimensional Haar wavelet, two-dimen-
sional Haar and Daubechies:

[ ] [ ]

[ ] [ ]

[ ] [ ]

, ,
, , ;

, ,
, , ;

, ,
, , ,
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Haar II

Db

I m n k
I m n k
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I m n k

I m n k
h

I m n k
I m n k

h

Ψ

Ψ

Ψ


=


 =



=


			   (15)

where h –the quantization step. 
The result is saved in matrices:

[ ] [ ], ,
, , .Haar I

I m n k
I m n k

h
Ψ ′

′ = 		  (16)

Step 2. Based on quantized matrices (15) let’s form 
the converted images. The result is saved in matrices 

[ ], , .Haar II m n kΨ

5. 2. Analysis of the compression algorithm, based on 
the suitable wavelet function 

Based on the analysis, it shows that despite significant 
advances in the field of hyperspectral image compression, 
unresolved issues remain related to computational complex-
ity and processing time. The solution is in developing new 
preprocessing and compression algorithms that enhance 
the efficiency of compression and image reconstruction 
processes.

At this stage, based on the obtained transformations, the 
converted hyperspectral AI channels were compressed by a 
modified Huffman algorithm.

The task of entropy coding is to convert a field of code 
values (obtained after conversion and quantization into in-
tegers) into a bit stream and back. 

The well-known standard table of Huffman codes is 
recommended for JPEG images, not for hyperspectral AI, 
therefore a generated “intuitive-software” table is proposed 
for coding, Table 2.

The Table 2 modification is as follows:
1) assign each possible pair RZ a natural number (int-

Merge; starting from two, these numbers are indicated in 
parentheses in the table). As it is possible to see from the 
Table 2, in one row they decrease with increasing R, and in 
one column they increase with Z;

2) consider the binary notation of the number intMerge 
and pay attention to its length (lenMerge). For example, 
for (R; Z)=(4;7) intMerge=117, binary notation –1110101, 
lenMerge=7;

3) build the code as follows: take one (lenMerge–1) times, 
assign 0 and the binary representation of the number int-
Merge without the leading one. For clarity, after the zero it 
is possible to add an apostrophe: 1111110’110101.

For example from the Table 1: (R;Z)=(14;1) intMerge=17, 
binary notation – 10001, lenMerge=5. Huffman code: 
11110’0001.

The number Z does not exceed 14, since it is pos-
sible to replace the sequence of 15 zeros with the code 
111111110’00000000 (as if intMerge were equal to 256). The 
code for the end of the block is 00. The pair (R;Z)=(15;0) 
is coded as 01. If R exceeds 16, then it is possible to assign 
intMerge, starting from 257, similarly.

This modification made it possible to increase the degree 
of compression of hyperspectral AIs due to the analysis of 
the frequencies of R and Z pairs, since codes of shorter length 
are allocated to more common values. 

In result, the graphs and images were obtained are shown 
below in Fig. 5–7.

The comparison demonstrates achieved results in com-
pression of the images.

The obtained results are demonstrated in Table 3.
The results obtained demonstrate the achieved accuracy 

of the proposed method using Haar wavelets, quantization 
of coefficients and compression by a modified Huffman al-
gorithm, Fig. 8–10.

Table 2

“Intuitive-software” table of Huffman codes

R

Z

1 2 3 4 5

6 7 8 9 10

11 12 13 14 15

Z=0

1110’111 (15) 1110’110 (14) 1110’101 (13) 1110’100 (12) 1110’011 (11)

1110’010 (10) 1110’001 (9) 1110’000 (8) 110’11 (7) 110’10 (6)

110’01 (5) 110’00 (4) 10’1 (3) 10’0 (2) 01

Z=1

11110’1110 (30) 11110’1101 (29) 11110’1100 (28) 11110’1011 (27) 11110’1010

11110’1001 11110’1000 11110’0111 11110’0110 11110’0101

11110’0100 11110’0011 11110’0010 (18) 11110’0001 (17) 11110’0000 (16)

Z=2

111110’01101 (45) 111110’01100 (44) 111110’01011 111110’01010 111110’01001

111110’01000 111110’00111 111110’00110 111110’00101 111110’00100

111110’00011 111110’00010 111110’00001 111110’00000 (32) 11110’1111 (31)

… … … … … …

Z=14 11111110’1111111 (255) … … … (…etc.)
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Table 3

Characteristics of test hyperspectral AIs by number 	
of channels

Number of 
channels

Size 
Images

Size (byte)
Number of 
channels

Size  
Images

Size  
(byte)

100 50*50 1081600 200 50*50 2163200

100 100*100 4080400 200 100*100 8160800

100 200*200 16160400 200 200*200 32320800

100 300*300 36240400 200 300*300 72480800

100 400*400 64320400 200 400*400 128640800

100 614*512 125747200 200 614*512 251494400

150 50*50 1622400 224 50*50 2421632

150 100*100 6120600 224 100*100 9140096

150 200*200 24240600 224 200*200 36199296

150 300*300 54360600 224 300*300 81178496

150 400*400 96480600 224 400*400 144077696

150 614*512 188620800 224 614*512 281673728

The advantage of the two-dimensional Haar wavelet 
transform with losses: the ability to identify low-frequency 
regions of the image, which are subsequently effectively 
compressed by entropy algorithms due to its division into 
levels. But at the same time, the main disadvantage of the 
conversion remains: the quality of the reconstructed images 
drops sharply as the quantization rate increases. In future 
research, this disadvantage will be eliminated by reducing 
the computational complexity of compression.

 

 
  

Fig. 5. Comparison of lossless compression algorithms by compression ratio (developed by the authors)
 

 
  
Fig. 6. Indicators of compression rates of lossy algorithms (developed by the authors)

 

 
a

 

b 

Fig. 7. Haar wavelet transform: a – one dimensional; 	
b – two dimensional (developed by the authors)
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Fig. 8. Two-dimensional Haar transform with low-frequency and high-frequency coefficients (developed by the authors)

 

 
  

Fig. 9. Quantization stage with step 1 with compression ratio 	
of 6.7 (developed by the authors)
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6. Discussion of the results of an experiment on an 
algorithm for compressing aerospace images

Experiments for the compression algorithm considering 
inter-channel correlation and Haar wavelet processing show 
the following interesting factors that were obtained through 
equations (12)–(14). Considering the results of preparatory 
processing experiments based on wavelet and orthogonal 
transformations before lossless hyperspectral AI compression.

Possible following stages of preparatory processing of 
hyperspectral AI based on the proposed stages:

– transformation of a data structure based on the original 
hyperspectral AI, storing the values of wavelet coefficients, 
using the example of one-dimensional and two-dimensional 
Haar wavelets;

– indexed data structure transformation based on the 
original hyperspectral AI. 

To determine the effectiveness of the proposed algorithm 
in terms of the degree of compression, as well as the limits of 
its applicability, a number of experiments were carried out 
on hyperspectral AIs. The proposed algorithm is compared 
with the experimental results obtained for universal com-
pression algorithms for archivers and the Lossles JPEG 2000 
compressor, widely used in remote sensing data processing 
systems. Experiments on the compression ratio in compari-
son with well-known archivers and JPEG 2000 are present-
ed in the graph by lossless compression ratio. Preparatory 
processing and compression algorithms.

As can be seen from Fig. 5, the degree of preparatory 
processing and compression exceeds the WinRar, WinZip 
and Losless JPEG archivers by more than 80 %.

Experiments based on two-dimensional Haar and 
Daubechies wavelets show the following interesting factors. 
The compression ratios of the Haar, Daubechies and JPEG 2000 
Lossy wavelet transforms are presented in Fig. 6. The compres-
sion ratios of the one-dimensional and two-dimensional Haar 

wavelet transforms with losses are superior in the compression 
ratio to the Daubechies wavelet of the JPEG Lossy compressor.

Examples of one-dimensional and two-dimensional Haar 
wavelet transforms, Fig. 7, а, b, K=2, 3, 10. 

In order to increase the computational efficiency and 
degree of compression of hyperspectral AI, various variants 
of algorithm experiments have been proposed.

In comparison based on Fig. 8–10, it can be noted that the 
compression rate from step 1 to step 5 increases from 6.7 to 9.2.

The main limitations of the research are the need of the 
bigger database, to provide more information of the accura-
cy, the amount of the hyperspectral images from the satellite 
is also limited and can be acquired through time. 

The disadvantage of the research is the requirement of 
high power computing systems to do the compression, which 
in return balanced by high accuracy. 

In the future research the work will be aimed at lowering 
the required amount of computing resources.

Within the framework of the conducted research and the 
developed Haar wavelet transformation algorithm, all the 
data on satellite systems that are important are presented 
above, the physical component of hyperspectral images does 
not affect the compression result. Taking into account physi-
cal characteristics is beyond the scope of this study, but in the 
future it will be taken into account in further studies, since 
this is another task of transformations before compression.

7. Conclusions 

1. An algorithm has been developed based on Haar 
wavelet transforms with modification and adaptation of 
Huffman codes, which allows increasing the compression 
ratio of hyperspectral images to 9.2, which is higher than 
analogues due to quantization of high-frequency coefficients 
of reconstructed images. Thanks to the pre-processing of 2D 

 

 
Fig.10.  Quantization stage in steps of 5 with compression ratio of 9,2. (developed by the authors)
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Haar wavelet representations of hyperspectral images, which 
achieves high compression ratios compared to existing studies.

2. An approach to compression of hyperspectral images 
with losses was developed, defined in adaptive and difference 
transforms based on wavelet transforms, an adapted quantiza-
tion table, and the PSNR quality metrics criterion lies in a fairly 
average range of 30–50 %, in which the percentage of quality 
of the reconstructed images is preserved up to 85–90 %. The 
result is achieved thanks to the quantization table and its 
parameters, where the quantization coefficient is 5. This 
means rounding the values of the original image after wave-
let transformations to a loss level of only 5 %.

In addition, the results of comparison of the wavelet 
transform of a hyperspectral image using the obtained quan-
tization coefficients were developed and obtained, which 
indicate the effectiveness of adaptive Huffman coding. This 
modification improves the compression ratio of hyperspec-
tral images by analyzing the frequencies of channel pairs, 
since shorter code lengths are assigned more common values 
and allow bits to be stored in a reduced size.
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