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The problems of processing hete
rogeneous data are discontinuous, 
undifferentiated, and multimodal. The 
most common approaches to process-
ing heterogeneous data are swarm 
intelligence algorithms (swarm algo-
rithms). Given the above, classical 
gradient deterministic algorithms are 
inappropriate for solving the prob-
lems of processing heterogeneous 
data. The problem solved in the study 
is to increase the efficiency of pro-
cessing heterogeneous data circulat-
ing in information systems, regardless 
of the number of data sources. The 
object of the study is hierarchical sys-
tems. A method for increasing the effi-
ciency of processing heterogeneous 
data using a metaheuristic algorithm 
is proposed. The study is based on the 
reptile algorithm (RA) for process-
ing heterogeneous data circulating in 
the system. For RA training, evolving 
artificial neural networks are used.

The originality of the proposed 
method lies in setting RA taking into 
account the uncertainty of the ini-
tial data, improved global and local 
search procedures. Also, the origina
lity of the study lies in determining RA 
feeding locations, which allows prio
ritizing the search in a given direc-
tion. The next element in the origi-
nality of the study is the possibility 
of choosing an RA hunting strategy, 
which allows a rational use of avail-
able system computing resources. 
Another original element of the study 
is determining the initial velocity of 
each RA. This makes it possible to 
optimize the speed of exploration of 
each RA in a certain direction. The 
method provides a 15–19 % increase 
in data processing efficiency by using 
additional improved procedures. The 
proposed method should be used in 
processing large amounts of data
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1. Introduction

Processing heterogeneous data is a complex process of 
defining a set of solutions for a wide range of problems, in-
cluding management decision-making [1–3].

The problems of processing heterogeneous data are dis-
continuous, undifferentiated, and multimodal. Given the 
above, classical gradient deterministic algorithms [4–6] are 
inappropriate for solving the problems of processing hetero-
geneous data.
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The most common approaches to processing heterogeneous 
data are swarm intelligence algorithms (swarm algorithms). 
The most well-known swarm algorithms are the particle swarm 
optimization algorithm, artificial bee colony algorithm, firefly 
algorithm, ant colony optimization algorithm, wolf optimiza-
tion algorithm and sparrow search algorithm [6–8].

However, most of the basic bio-inspired algorithms men-
tioned above are unable to maintain a balance between ex-
ploration and exploitation, resulting in poor performance for 
real-world complex optimization problems. This encourages 
the implementation of various strategies to improve the con-
vergence rate and accuracy of the basic bio-inspired algorithms. 
Therefore, research on the development of new approaches to 
processing heterogeneous data is relevant.

2. Literature review and problem statement

The works [9–11] define the main advantages and disad-
vantages of cognitive algorithms. The shortcomings of these 
approaches include the lack of consideration of the type of 
uncertainty, the inability to conduct a search in different 
directions by several agents.

The work [12] presents an approach focused on the search 
for hidden information in large amounts of data. The method 
is based on analytical baselines, reducing variables, identify-
ing sparse features and specifying rules. The disadvantages of 
this method include the inability to take into account various 
decision-making strategies, the lack of consideration of the 
type of uncertainty of the input data.

The works [13, 14] present an approach to transforming 
information models of objects to their equivalent structural 
models. This mechanism is designed to automate the neces-
sary conversion, modification and addition operations during 
such information exchange. The disadvantages of the men-
tioned approach include the inability to assess the adequacy 
and reliability of the information transformation process, and 
make appropriate correction of the obtained models.

The work [15] proposes a method of fuzzy hierarchical 
assessment, which allows evaluating the quality of library 
services. The disadvantages of the specified method include 
the inability to assess the adequacy and reliability of the 
assessment and, accordingly, determine the assessment error.

The work [16] analyzes the 30 most common big data 
algorithms. It was found that the analysis of large amounts 
of data should be carried out in layers, take place in real time 
and have the opportunity for self-learning, search for solu-
tions in different directions and take into account data noise. 

The works [17, 18] present approaches to evaluating het-
erogeneous data for decision support systems based on clus-
tering the basic set of input data, after which the system is 
trained based on the analysis. However, given the static archi-
tecture of artificial neural networks, errors are accumulated.

The work [19] carried out a comparative analysis of exist-
ing decision support technologies, namely: analytic hierarchy 
process, neural networks, fuzzy set theory, genetic algorithms 
and neuro-fuzzy modeling. The advantages and disadvanta
ges of these approaches are indicated. For the problems of pro-
cessing heterogeneous data under risk and uncertainty, using 
artificial neural networks and gradient algorithms is justified.

The works [20, 21] developed approaches to structural and 
objective analysis of the development of weakly structured 
systems. In this case, the problem is defined as the non-com-
pliance of the existing state of a weakly structured system with 

the required one. At the same time, the disadvantages of the 
proposed approaches include the local optimum problem, the 
lack of consideration of system computing resources, and the 
inability to conduct a search in several directions.

The work [22] reviews evolutionary bio-inspired algo-
rithms (Particle Swarm Optimization – PSO). These algo-
rithms have proved effective in solving a number of rather 
complex problems and have already undergone a number of 
modifications. At the same time, these procedures are not 
without some drawbacks that worsen the properties of the 
global extremum search process. 

An analysis of the works [9–22] showed that the common 
shortcomings of the above studies are:

– the lack of possibility of hierarchical processing of he
terogeneous data;

– the lack of possibility of additional involvement of ne
cessary system computing resources;

– the lack of consideration of the type of uncertainty and 
noise of data about information circulating in the system;

– the lack of deep learning mechanisms for knowledge bases;
– the lack of search priority in a certain direction.

3. The aim and objectives of the study

The aim of the study is to develop a method for increasing 
the efficiency of processing heterogeneous data using a meta-
heuristic algorithm. This will allow increasing the efficiency 
of processing heterogeneous data with a given reliability 
and developing subsequent management decisions. This will 
make it possible to develop software for intelligent decision 
support systems.

To achieve the aim, the following objectives were set:
– to determine the algorithm for implementing the method 

for increasing the efficiency of processing heterogeneous data;
– to give an example of applying the method for increas-

ing the efficiency of processing heterogeneous data in ana-
lyzing the operational situation of a group of troops (forces).

4. Materials and methods

The problem solved in the study is to increase the effi-
ciency of processing heterogeneous data circulating in infor-
mation systems, regardless of the number of data sources. The 
object of the study is hierarchical systems. The subject of the 
study is the decision-making process in management prob-
lems using an advanced reptile algorithm (RA) and evolving 
artificial neural networks [23–31].

The hypothesis of the study is the possibility of increas-
ing the efficiency of processing heterogeneous data while 
ensuring the processing reliability at 0.95, put forward to 
combat control systems.

Simulation of the proposed method for processing he
terogeneous data was carried out in the MathCad 14 soft-
ware environment (USA). The problem solved during the 
simulation was to assess the elements of the operational 
situation of a group of troops (forces). The hardware of the 
research process is AMD Ryzen 5.

The object of assessment was the operational group of 
troops (forces). The operational group of troops (forces) 
formed on the basis of an operational command with a standard 
composition of forces and means according to the wartime staff, 
and with a range of responsibilities under current regulations.
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Initial data for determining the composition of the opera-
tional group of troops (forces) and elements of its operational 
structure using the method:

– the number of information sources about the state of 
the monitoring object – 3 (radio monitoring means, remote 
earth sensing tools and unmanned aerial vehicles). To simpli-
fy the simulation, the same number of each tool was taken –  
4 tools each;

– the number of informational features for determining 
the state of the monitoring object – 12. These parameters 
include: affiliation, type of organizational and staff formation, 
priority, minimum width along the front, maximum width 
along the front. The number of personnel, the minimum depth 
along the flank, the maximum depth along the flank, the 
number of weapons and military equipment (WME) samples, 
the number of types of WME samples and the number of 
communication means, the type of operational structure are 
also taken into account;

– options for organizational and staff formations – com-
pany, battalion, brigade.

Parameters of the methodical approach:
– number of iterations – 100;
– number of individuals in the flock – 50;
– range of the feature space – [–150, 150].
The study is based on RA for processing heterogeneous 

data. For RA training, evolving artificial neural networks are 
used. The reptile optimizer was chosen due to the possibility 
of using different search strategies depending on available 
system computing resources. Evolving artificial neural net-
works allow learning not only parameters but also system 
architecture.

5. Development of a method for increasing  
the efficiency of processing heterogeneous data using 

a metaheuristic algorithm

5. 1. Algorithm of the method for increasing the effi-
ciency of processing heterogeneous data using a meta-
heuristic algorithm

The study proposes an optimizer based on simulating 
reptile behavior (the case of crocodiles and alligators) – 
a population-based stochastic algorithm that uses reptile 
agents (RA) as search agents.

The method for increasing the efficiency of processing 
heterogeneous data using a metaheuristic algorithm consists 
of the following sequence of actions:

Step 1. Entering initial data. At this stage, the main pa-
rameters of the algorithm are defined, such as:

– type of problem being solved;
– number of agents in the population;
– type of data (structured, unstructured), archived, real- 

time data;
– number of variables characterizing the problem being 

solved;
– available system computing resources;
– type of uncertainty about the hierarchical system (com-

plete uncertainty, partial uncertainty, complete awareness);
– volume and type of the training sample;
– volume and type of the test sample;
– architecture of an artificial neural network, etc.
Step 2. Creating an RA flock. The RA population Xi (i = 

= 1, 2,..., n) is initialized. The set of RA form a population 
described by the matrix X. The initial RA population in this 

algorithm is generated taking into account the uncertainty 
about the state of the hierarchical system based on the con-
straints of the problem under consideration. Members of the 
RA population are search agents in the solution space, pro-
viding candidate values for problem variables based on their 
positions in the search space. Mathematically, each member 
of the general population is a vector whose number of ele-
ments is equal to the number of problem variables.

RA are set taking into account the uncertainty about the 
data circulating in the system on the grounds of the basic 
system model and circulating data models [2, 19, 21] (1):
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	 (1)

where X is the RA population matrix, Xi is the i-th member of 
the RA flock (solution candidate), xi,d is the d-th dimension 
in the search space (solution variable), N is the number of RA,  
m is the number of solution variables.

Step 3. Numbering RA in the flock i, i ∈[0, S]. At this 
stage, each RA is assigned a serial number. This allows deter-
mining the parameters of finding a solution for each indivi
dual in the flock.

Step 4. Determining the RA initial velocity.
The initial velocity v0 of each RA is determined by the 

following expression:

v v v vi S= ( )1 2, ... , v vi = 0.	 (2)

The RA population updating process is based on simu-
lating two strategies: the exploration phase and the exploita-
tion phase.

Step 5. Preliminary assessment of the RA search area. 
In this procedure, the natural language search area is deter-
mined precisely by the halo of RA existence. Given that RA 
food sources are food of animal origin, it is advisable to sort 
the fitness of food sources (Step 6).

Step 6. Classifying RA food sources.
The location of the best food source (minimum fitness) is 

considered to be (FSht) food of animal origin (carrion) that 
is nearby and requires the least energy to find and obtain it. 
Delicacy food of animal origin is denoted as FSat.

Other non-priority food sources (food that is necessary 
for the survival of individuals) are designated as FSnt:
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FSht = FS(sorte_index(1)),	 (3)

FSat(1:3) = FS(sorte_index(2:4)),	 (4)

FSnt(1:NP-4) = FS(sorte_index(5: NP)).	 (5)

Step 7. Determining the amount of available system com-
puting resources.

At this stage, the amount of computing resources avail-
able for calculations is determined. In accordance with the 
positions outlined in Step 4, the concept of RA position 
updating is chosen.

Step 8. Exploration (prey encirclement).
The encirclement (exploration) phase is the phase of 

global exploration of the RA space. The RA exploration stra
tegy is related to the current number of iterations. If t ≤ 0.25T, 
the RA will enter the high speed strategy. The exploration 
phase is described by the following mathematical expression:

Xnew
XG R rand t

T

XG X rand ES t
i
j

j
i
j

i
j

j
r
j

=
× − × − × ⋅( ) ≤

× × ⋅( ) ×

η β ς

ς

, ,

,

4

1 >> ≤










T
mat

T
4 2

,
	 (6)

where Xnewi
j  is the j-th dimension of the i-th new RA 

solution, XGj is the j-th dimension of the optimal solution 
obtained at the moment, t is the current iteration number,  
T is the maximum number of iterations. ηi

j is the j-th hunting 
operator of the i-th RA, which is calculated by expression (7), 
β is a constant and is equal to 0.1, Ri

j is the value of the i-th 
solution option used to reduce the search area by the j-th size, 
which is calculated by equation (8). r1 randomly takes values 
from 1 to n. ς is the noise degree of the data circulating in 
the system, ES is a random number in the range from –2 to 2,  
when the number of iterations decreases and equation (9) 
will be used for calculation:
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In equation (8), ε is the minimum, r2 is a number ran-
domly selected from the range 1–n. In equation (9), r3 is 
a random integer from –1 to 1. In equation (10), α = 0.1,  
Mdi is the average position of the i-th solution candidate, 
which is calculated by equation (11):

Md
d

Xi i
j

j

d

=
=

∑1

1

,	 (11)

where d is the dimensionality of the problem to be solved.
Step 9. Verification of reaching the global optimum. 

At  this stage, the condition for the algorithm to reach the 
global optimum is checked according to the specified optimi-
zation criterion.

Step 10. Global restart procedure.
The restart procedure can effectively improve the algo-

rithm’s ability to go beyond the current optimum and im-

prove the algorithm’s exploration capabilities. If the optimal 
population of the algorithm remains unchanged after ke ite
rations, the population is likely to fall into the local optimum. 
Thus, the candidate solution will be randomly initialized to 
speed up the exit from the global optimum:

Xnew rand UB LB LB nt kei
j = × −( ) + >, .	 (12)

Step 11. Hunting phase (exploitation).
Under the condition t > 0.5T, the hunting phase begins,  

at t > 3/4T and t ≤ T – the RA hunting cooperation strategy. 
Its equation for position updating is as follows:
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Finally, if the position of the new RA candidate is closer 
to food than the current one, the RA will move to the new 
candidate position and proceed to the next iteration:

X t Xnew t F X t F Xnew ti
j

i
j

i i+( ) = ( ) ( )( ) > ( )( )1 , ,if 	 (14)

where F() is a function for calculating the fitness value,  
Xi is the location of the i-th candidate solution and Xnewi is 
the location of the i-th new candidate solution.

Step 12. Checking the stop criterion. The algorithm ter-
minates if the maximum number of iterations is completed. 
Otherwise, the behavior of generating new locations and 
checking conditions is repeated.

Step 13. Training RA knowledge bases.
This study uses a training method based on evolving arti-

ficial neural networks developed in [2] to train the knowledge 
bases of each RA. The method is used to change the move-
ment nature of each RA, for more accurate analysis results in 
the future.

The end of the algorithm.

5. 2. Example of applying the method for processing 
heterogeneous data using a metaheuristic algorithm

A method for processing heterogeneous data using a me
taheuristic algorithm is proposed. To determine the effective-
ness of the proposed method, it was simulated to solve the 
problem of determining the composition of the operational 
group of troops (forces) and elements of its operational 
structure in order to determine the expediency of regrouping 
troops (forces).

The efficiency of the method for processing heteroge-
neous data is compared with the swarm optimization algo-
rithms listed in Table 1 for 23 unimodal and multimodal 
functions.

As shown in Table 1, a 15–19 % increase in the efficiency 
of processing heterogeneous data is achieved by using addi-
tional procedures.

It can be seen that the heterogeneous data processing 
method is able to converge to the true value for most uni-
modal functions with the fastest convergence rate and the 
highest accuracy, while the convergence results of the ant 
colony optimization algorithm are far from satisfactory.
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Table 1
Comparison of the proposed method with other swarm algorithms for unimodal and multimodal functions

Function Value Bee colony algorithm [32] Firefly algorithm [18] Ant colony optimization algorithm [33] Proposed method

1 2 3 4 5 6

F1

Average 5.1456 × 10–26 1.3752 × 10–30 2.0262 × 10–34 2.2410 × 10–36

Standard 0 0 0 0

Better 0 0 0 0

F2

Average 2.7982 × 10–25 5.1533 × 10–30 7.6024 × 10–34 1.2270 × 10–35

Standard 0 0 0 0

Better 0 0 0 0

F3

Average 1.2335 × 10–15 1.3169 × 10–17 2.0901 × 10–21 2.9870 × 10–26

Standard 0 0 0 0

Better 0 0 0 0

F4

Average 2.7063 × 10–15 3.4440 × 10–17 4.9966 × 10–21 1.1231 × 10–25

Standard 0 0 0 0

Better 0 0 0 0

F5

Average 3.1633 × 10–23 8.5720 × 10–22 9.3947 × 10–30 1.0063 × 10–4

Standard 9.9721 × 10–23 4.6942 × 10–21 3.3014 × 10–29 5.5042 × 10–4

Better 3.8292 × 10 4.5361 × 10 5.3971 × 10 9.2311 × 101

F6

Average 1.2740 × 10 2.9681 × 10 5.0036 × 10 1.6587 × 10

Standard 9.8948 × 101 9.8953 × 101 9.8920 × 101 9.8708 × 101

Better 5.2147 × 10–2 1.0042 × 10–2 6.5905 × 10–2 1.9575 × 10–1

F7

Average 0.0000 × 10 0.0000 × 10 0.0000 × 10 0.0000 × 10

Standard 1.5136 × 10–4 1.7352 × 10–4 1.1218 × 10–4 1.3047 × 10–3

Better 1.3928 × 10–4 2.1698 × 10–4 1.2010 × 10–4 7.8270 × 10–4

F9

Average –1.4903 × 104 –1.4796 × 104 –1.4585 × 104 –2.1956 × 104

Standard 4.5009 × 102 4.0984 × 102 3.3323 × 102 4.2788 × 102

Better 8.4524 × 10–14 3.5231 × 10–15 1.2730 × 10–15 1.9329 × 101

F10

Average 2.4061 × 10–13 8.2258 × 10–15 2.7492 × 10–15 3.6507 × 10

Standard 1.1622 × 10 1.1296 × 10 1.0991 × 10 3.2542 × 10–1

Better 6.1114 × 10–2 4.8698 × 10–2 6.1272 × 10–2 7.2941 × 10–2

F11

Average 5.8013 × 10–46 5.1764 × 10–51 4.6656 × 10–49 5.0181 × 10–42

Standard 3.0141 × 10–45 1.5408 × 10–50 8.7556 × 10–49 1.5187 × 10–41

Better 6.4561 × 10–31 4.8992 × 10–33 2.0915 × 10–35 3.1866 × 10–30

F12

Average 1.5124 × 10–30 1.7674 × 10–32 3.9040 × 10–35 1.2116 × 10–29

Standard 5.7721 × 103 1.1202 × 104 2.6989 × 104 5.6676 × 104

Better 1.5215 × 104 2.5396 × 104 2.9479 × 104 4.7540 × 104

F13

Average 9.2891 × 101 9.1533 × 101 9.1888 × 101 7.1597 × 101

Standard 1.3709 × 10 1.7876 × 10 2.7794 × 10 2.6573 × 10

Better 9.8629 × 101 9.8675 × 101 9.8851 × 101 9.8845 × 101

F14

Average 3.6026 × 10–1 2.9301 × 10–1 7.3941 × 10–2 5.0345 × 10–2

Standard 9.7175 × 10–4 1.2665 × 10–3 1.3941 × 10–3 1.5076 × 10–3

Better 9.3030 × 10–4 9.5681 × 10–4 1.1079 × 10–3 1.8053 × 10–3

F15

Average –2.2532 × 104 –2.3085 × 104 –2.3315 × 104 –2.3156 × 104

Standard 5.4506 × 102 4.3601 × 102 5.5671 × 102 4.7225 × 102

Better 1.7974 × 101 1.9291 × 101 1.9948 × 101 1.9292 × 101

F16

Average 6.0939 × 100 3.6436 × 100 2.4914 × 10–2 3.6437 × 100

Standard 7.4214 × 10–1 7.3596 × 10–1 7.9325 × 10–1 7.3495 × 10–1

Better 7.7846 × 10–2 7.1764 × 10–2 6.5839 × 10–2 8.4424 × 10–2

F18

Average 1.528 × 10–1 1.688 × 10–1 8.445 × 10–2 8.433 × 10–2

Standard 8.364 × 10–2 1.419 × 10–1 9.550 × 10–2 1.312 × 10–1

Better 1.461 × 10–1 1.382 × 10–1 1.033 × 10–1 2.180 × 10–1
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6. Discussion of the results of developing a method  
for processing heterogeneous data using  

a metaheuristic algorithm

The advantages of the proposed method are due to the 
following:

– the initial RA setting is carried out taking into account 
the type of uncertainty (Step 2) using appropriate correction 
factors for the awareness degree of the data circulating in the 
system, compared to [9, 14, 21];

– the initial velocity of each RA is taken into ac-
count (Step 4), which allows prioritizing the search of each 
RA, compared to [9–15];

– the fitness of RA feeding locations is determined, 
which reduces the data processing time (Step 5), compared 
to [14, 16, 17];

– universality of RA food location search strategies, which 
allows classifying the type of data to be processed (Step 5, 6), 
compared to [14, 16, 17];

– the degree of data noise in the process of RA position 
updating (Steps 8–11) is taken into account, which reduces 
the data processing time, compared to [9–15];

– the degree of data noise during processing is taken into 
account, which increases the reliability of heterogeneous 
data (Steps 8–11), reducing the data processing time, com-
pared to [9–15];

– universality of solving the problem of processing het-
erogeneous RA data circulating in the system as a whole, due 
to the hierarchical nature of their description (Steps 1–13, 
Table 1), compared to [9, 12, 13–18];

– the possibility of simultaneous search for a solution in 
different directions (Steps 1–13, Table 1);

– the adequacy of the results obtained (Steps 1–13), 
compared to [9–23];

– the ability to avoid the local extremum problem 
(Steps 1–13);

– the possibility of deep learning of RA knowledge ba
ses (Step 13), compared to [9–23].

The disadvantages of the proposed method include:
– the loss of informativeness when processing heteroge-

neous data due to the construction of the membership function;
– lower accuracy of processing homogeneous data due 

to gradient search (the average value reached 4–7 %), ex-
pression (10);

– the loss of credibility of the obtained solutions when 
searching for a solution in several directions simultaneously;

– lower assessment accuracy compared to other assess-
ment approaches.

This method will allow you:
– to process heterogeneous data circulating in the system;
– to determine effective measures for increasing the effi-

ciency of processing heterogeneous data while maintaining 
the given reliability;

– to reduce the use of computing resources of decision 
support systems.

The limitations of the study are the need for an initial 
database on the state of hierarchical systems, the need to take 
into account the delay time for collecting and communicat-
ing information from intelligence sources.

The proposed method should be used to solve the prob-
lems of processing heterogeneous data characterized by 
a  high degree of complexity.

This study is a further development of research aimed 
at developing methodical principles for increasing the ef-
ficiency of processing heterogeneous data, published ear
lier [2, 4–6, 21–23].

Areas of further research should be aimed at reducing 
computing costs while processing heterogeneous data in spe-
cial-purpose systems.

7. Conclusions

1. The algorithm for implementing the method is defined, 
which differs from the canonical one due to additional and 
improved procedures:

– the type of uncertainty and noise of data circulating in 
the system is taken into account;

– RA food sources are sorted;
– the available system computing resources are taken into 

account, which allows selecting the RA hunting strategy;
– initial RA setting, taking into account the type of un-

certainty;
– training of knowledge bases, which is carried out by 

training the synaptic weights of an artificial neural network, 
the type and parameters of the membership function, as well 
as the architecture of individual elements and the architec-
ture of the artificial neural network as a whole.

1 2 3 4 5 6

F19
Average 1.043 × 10–1 8.713 × 10–2 9.100 × 10–2 8.272 × 10–2

Standard 1.070 × 10–1 9.662 × 10–2 8.159 × 10–2 1.306 × 10–1

Better 1.280 × 10–1 1.978 × 10–1 1.335 × 10–1 2.230 × 10–1

F20
Average 1.760 × 10–1 1.373 × 10–1 1.590 × 10–1 1.210 × 10–1

Standard 1.449 × 10–1 1.735 × 10–1 1.327 × 10–1 1.822 × 10–1

Better 1.324 × 10–1 1.870 × 10–1 1.685 × 10–1 2.078 × 10–1

F21
Average 2.481 × 10–1 1.460 × 10–1 2.100 × 10–1 2.723 × 10–1

Standard 1.350 × 10–1 1.449 × 10–1 1.467 × 10–1 1.375 × 10–1

Better 1.223 × 10–1 1.145 × 10–1 1.172 × 10–1 1.386 × 10–1

F22
Average 9.012 × 10–2 1.000 × 10–1 8.897 × 10–2 5.730 × 10–2

Standard 1.944 × 10–1 1.090 × 10–1 5.980 × 10–2 7.212 × 10–2

Better 1.000 × 10–1 1.172 × 10–1 9.750 × 10–2 1.078 × 10–1

F23
Average 6.104 × 10–2 9.397 × 10–2 9.970 × 10–2 5.727 × 10–2

Standard 7.606 × 10–2 6.572 × 10–2 7.230 × 10–2 4.779 × 10–2

Better 1.613 × 10–1 1.657 × 10–1 1.494 × 10–1 1.570 × 10–1

Continuation of the Table 1
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2. An example of applying the proposed methodical ap-
proach in solving the problem of determining the composi-
tion of an operational group of troops (forces) and elements 
of its operational structure is given. This example showed  
a 15–19 % increase in data processing efficiency by using 
additional improved procedures.
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