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1. Introduction

The topic of underground drainage systems is highly rel-
evant in today’s urban environments due to the critical role 

these systems play in maintaining public health, safety, and 
the overall functionality of cities. Inefficiencies or failures in 
drainage systems can lead to severe consequences, including 
flooding, sewage contamination, and the spread of harmful 

Copyright © 2024, Authors. This is an open access article under the Creative Commons CC BY license

How to Cite: Yelikbay, K., Kumar, P., Kassym, R., Serikov, T., Orunbekov, M., Turdy, A., Temirbekova, M., Tolegenova, A., Tlenshieva, A., Kassymova, M. 

(2024). Development of methods for monitoring and optimization of underground drainage systems using wireless sensor networks and ultra-wideband 

antennas. Eastern-European Journal of Enterprise Technologies, 5 (5 (131)), 26–36. https://doi.org/10.15587/1729-4061.2024.310360

DEVELOPMENT OF METHODS FOR 
MONITORING AND OPTIMIZATION 

OF UNDERGROUND DRAINAGE 
SYSTEMS USING WIRELESS 

SENSOR NETWORKS AND  
ULTRA-WIDEBAND ANTENNAS

K a b i  Y e l i k b a y
Doctoral Student*

P r a m o d  K u m a r
Associate Professor, AIML (ECE)

Department of Electronics and Communication Engineering
CMR Engineering College

Medchal Rd, Kandlakoya, Seethariguda, Telangana, India, 501401
R u s l a n  K a s s y m 

Corresponding author
Supervisor Project, Researcher**

University of Jaén
Campus Las Lagunillas s/n, Jaén, Spain, 23071

E-mail: kasym.ruslan@gmail.com
T a n s a u l e  S e r i k o v

Doctor PhD***
M a x a t  O r u n b e k o v 

Senior Lecturer*
A y i n u e r  T u r d y

Senior Lecturer*
M a r z h a n  T e m i r b e k o v a

PhD, Associate Professor**
A r a i  T o l e g e n o v a 

PhD, Associate Professor***
A k m a r a l  T l e n s h i y e v a

Senior Lector*
M a k b a l  K a s s y m o v a

Researcher***
*Department Information and Communication Technologies**

**ALT University 
Shevchenko str., 97, Almaty, Republic of Kazakhstan, 050013

***Department of Information and Communication Technology
S. Seifullin Kazakh Agrotechnical Research University 

Zhenis ave., 62, Astana, Republic of Kazakhstan, 010011

This research focuses on optimiz-
ing ultra-wideband (UWB) antennas, 
which are critical in modern commu-
nication systems due to their wide fre-
quency range (3.1–10.6 GHz) and high 
data transmission capabilities. The 
study addresses the challenge of opti-
mizing key antenna parameters – such 
as return loss, peak gain, and radiation 
efficiency – while also ensuring ener-
gy efficiency and network longevity. 
Traditional optimization methods, such 
as LEACH-C, often fail to balance these 
factors, leading to suboptimal perfor-
mance.

To solve this problem, the research-
ers developed the Generalized 
Position-based Optimization Neural 
Network (GPON) for UWB anten-
na optimization. They also evaluat-
ed the Position-based Hybrid Neural 
Network (PAN) method, compar-
ing its performance with existing algo-
rithms including LEACH-C, Firefly 
Algorithm (FA), HFAPSO, FA-ANN, 
and HWOABCA. The GPON model 
reduced return loss to 25.5 dB at 3.5 GHz 
and improved peak gain to 4.2 dB i, 
while maintaining 92 % radiation effi-
ciency. In contrast, PAN demonstrat-
ed a 15–25 % improvement in residual 
energy and extended network lifetime by 
20 % compared to LEACH-C.

These improvements were due to the 
integration of advanced neural network 
techniques in GPON and the effective 
use of positional data in PAN, enabling 
more precise and adaptive optimiza-
tion. The ability to balance multiple 
performance metrics simultaneously – 
a challenge previous models struggled 
with – is a key feature. This balance 
is crucial for UWB antennas in com-
munication systems where both perfor-
mance and energy efficiency are vital. 
The findings are especially relevant for 
practical applications in wireless sen-
sor networks, mobile communications, 
and radar systems, requiring long-term 
network reliability and optimal antenna 
performance
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gases. Such issues can significantly disrupt daily life, partic-
ularly during rainy seasons, and may lead to serious public 
health crises if not properly managed [1]. The importance of 
regular and effective monitoring of drainage systems cannot 
be overstated, as it ensures the separation of clean water from 
sewage, thus preventing the spread of infections [2]. Tradi-
tional manual monitoring methods, however, are increasingly 
inadequate due to human physical limitations and the grow-
ing complexity of urban infrastructure. As a result, there is a 
pressing need to adopt technological advancements that can 
enhance the monitoring, sensing, recording, and analysis of 
both normal and abnormal conditions in these systems [3].

Wireless Sensor Networks (WSNs) have garnered sig-
nificant attention in this context due to their wide-ranging 
applications across industries such as transportation, health-
care, and military operations. These networks, composed of 
sensor nodes that extend and integrate with larger networks, 
offer a promising solution for the real-time monitoring of 
underground drainage systems [4–6]. The use of WSNs in 
such applications is particularly advantageous due to their 
ability to operate in challenging underground environments 
and their potential for integration with other technologies, 
such as Ultra-Wideband (UWB) communication systems, 
which are essential for efficient data transmission and sensor 
localization [7]. Moreover, the communication industry’s 
demand for higher quality, speed, and data rate transmission 
has further fueled interest in the development of advanced 
systems capable of overcoming the limitations of existing 
technologies [8]. UWB technologies, known for their wide 
bandwidth and ability to operate at high frequencies, are es-
pecially promising for underground monitoring applications, 
offering improved return loss, gain, and radiation efficiency 
when integrated with optimized antenna designs [9].

In this way, the Wireless Sensor Network has excellent 
benefits of monitoring the drainage systems composed of 
node sensors that extend and integrate with networks. The 
system interfaces with a PIC Microcontroller and employs 
various sensors such as a temperature sensor, a water level 
sensor, or a gas sensor to make the system as smart as possi-
ble. Wireless communication in underground environments 
is a significant challenge in realizing UWSNs. Regarding 
this, the UWB antenna is used to monitor the location of 
the sensor. Also, the antenna’s parameter such as return 
loss, gain, and radiation is optimized using the proposed 
approach. The Hybrid Position-based Optimization Neural 
Network (HPONN) is used to improve return loss, peak 
gain, and radiation efficiency. Based on the process, the ef-
fectiveness of an antenna is also determined, and therefore, 
to compute the highest values of residual energy, it is com-
pared with various optimization approaches. 

Therefore, research on the development of advanced 
underground drainage monitoring systems, particularly 
those integrating Wireless Sensor Networks (WSNs) and 
Ultra-Wideband (UWB) technologies, is highly relevant. 
These innovations hold the potential to address the pressing 
challenges of urban infrastructure, improve public health 
and safety, and ensure the resilience of drainage systems in 
increasingly complex environments.

2. Literature review and problem statement

In [10], a sector-based integrated antenna was designed 
to improve network performance in wireless networks by 

expanding transmission range and increasing bandwidth. 
Although the study demonstrated a reduction in communi-
cation overhead by using random and serialized methods to 
detect neighbors, it suffered from low accuracy, indicating 
the challenge of balancing efficiency with precision in such 
systems. Similarly, [11] presented wireless systems for un-
derground environments such as mines and tunnels, focusing 
on stable electromagnetic wave propagation in high-voltage 
conditions. While stable results were achieved using a modi-
fied multimode channel model, the system’s low efficiency in 
challenging environments highlights a significant problem 
in maintaining high performance under harsh conditions.

In [12], dynamic switching of communication modes was 
proposed depending on battery capacity and environmental 
conditions, which improved communication stability. How-
ever, this approach also faced challenges with low accuracy 
and efficiency, emphasizing the difficulty of optimizing wire-
less network configurations under varying constraints. The 
introduction of Internet of Underground Things (IoUT) 
in [13] aimed to address soil characteristic monitoring, 
particularly soil moisture. Despite this innovation, the chal-
lenge of low accuracy in permittivity assessment persists, 
posing a major limitation to achieving reliable sensing in 
agricultural applications.

A further study [14] developed an energy efficiency max-
imization algorithm (EEMA) supported by autonomous un-
derwater vehicles (AUVs) to minimize energy consumption 
in underwater networks. Although it extended the system’s 
service life, data redundancy and increased energy consump-
tion became critical issues, reflecting the trade-offs between 
energy efficiency and data transmission reliability.

In [15], a ring antenna for ultra-wideband (UWB) ap-
plications was designed, achieving a return loss of 34.22 dB 
at a resonant frequency of 3.54 GHz. However, the antenna 
suffered from low gain and high recoil losses, emphasizing 
the need for better optimization techniques. This aligns with 
broader concerns over traditional metaheuristic optimiza-
tion methods, which tend to incur high computational costs 
and slower convergence rates while being prone to local opti-
ma. The conical slit antenna array developed in [16] aimed to 
create a broadband underwater connection with high gain. 
While it achieved a bandwidth of 55 %, a maximum realized 
gain of 10.75 dB i, and radiation efficiency of 90 %, potential 
electromagnetic interference remains a critical issue, affect-
ing the overall reliability of underwater communications.

A conventional circular flat monopole UWB antenna 
was proposed in [17] for a range of applications, including 
Wi-Fi and underwater communications. Despite achieving 
a wide impedance bandwidth (2.66–11 GHz) and high 
radiation efficiency (96.6 %), the miniaturization required 
for this antenna design led to reduced gain, signaling a 
significant challenge in balancing size and performance. 
In [18], an improved PSO (Particle Swarm Optimization) 
algorithm was introduced to optimize UWB antenna design 
using a neighborhood-redispatch method. While the algo-
rithm improved work quality, it required numerous control 
measurements, creating an issue with efficiency in terms of 
optimization validation.

Finally, [19] investigated an orientation-dependent 
UWB transceiver, using deep learning to enhance range ac-
curacy. Despite significant accuracy improvements, the re-
quirement for complex deep learning algorithms in dynamic 
environments added another layer of complexity, making 
implementation less practical for many applications.
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Across these studies, recurring problems include low 
accuracy, reduced efficiency, high computational costs, and 
challenges in balancing size, performance, and optimization. 
These issues remain unresolved, as traditional optimization 
methods struggle to meet the evolving demands of wireless 
communication systems, particularly in complex environ-
ments like underwater, underground, and high-energy sce-
narios. All this allows to assert that it is advisable to conduct 
a study on the development and optimization of a Hybrid 
Position-based Optimization Neural Network (HPONN) to 
improve antenna performance, with a specific focus on pa-
rameters such as return loss, peak gain, radiation efficiency, 
and residual energy, addressing the shortcomings identified 
in the aforementioned studies.

3. The aim and objectives of the study

The aim of the study is to develop and optimize a Hybrid 
Position-based Optimization Neural Network (HPONN) 
for improving the performance of antennas, specifically 
focusing on parameters such as return loss, peak gain, radia-
tion efficiency, and residual energy.

To achieve this aim, the following objectives are accom-
plished:

– to propose a hybrid neural network (GPON) to op-
timize and obtain optimal characteristics of an ultra-wide-
band (UWB) antenna;

– to evaluate and compare the method of location-based 
hybrid neural network optimization (PAN) with other opti-
mization algorithms.

4. Materials and methods

The main object of the research is the design, modeling 
and optimization of an ultra-wide-band antenna (UWB) 
for use in underwater wireless sensor networks (UWSNS). 
In particular, the aim of the study is to improve key perfor-
mance indicators such as return loss, peak gain, and radia-
tion efficiency by integrating a hybrid location-based opti-
mization neural network (HPONN) that combines machine 
learning with hybrid optimization algorithms.

The hypothesis of the study is that the proposed hybrid 
location-based optimization neural network (HPONN), 
which combines the whale optimization algorithm (WOA) 
and the artificial bee colony algorithm (ABC), will surpass 
existing optimization methods (such as LEACH-C, the 
Firefly algorithm and the hybrid neural network of artifi-
cial bee whale optimization, Colony Algorithm) in optimiz-
ing the parameters of ultra-wideband antennas for UWSN 
applications. HPONN will improve antenna performance 
in terms of reverse loss, peak gain and radiation efficiency, 
making the antenna more reliable for underwater commu-
nications.

The conditions of the underwater environment (shallow 
and deep water) are accurately represented in MATLAB 
modeling, including signal attenuation and track losses. Per-
formance data collected for artificial neural network (ANN) 
training reflects the behavior of the antenna in the real 
world in a given frequency range. The sensor nodes in the 
UWSN operate with constant signal quality and behave in 
accordance with simulation models of underwater acoustic 
channels. ANN integration with the location-based Hybrid 

Optimization Algorithm (PHOA) allows reliable prediction 
and optimization of antenna performance in various under-
water conditions.

Simplifications adopted in the study:
– the MATLAB simulation environment simplifies com-

plex underwater dynamics such as changes in currents, 
pressure, temperature, and salinity that can affect signal 
propagation;

– the study does not take into account potential equip-
ment flaws or manufacturing tolerances that may affect the 
operation of the UWB antenna in real conditions;

– the model assumes idealized conditions for communi-
cation between underwater nodes and a surface receiving 
node, simplifying the actual environmental interference or 
noise factors that may affect signal transmission;

– optimization algorithms assume uniform placement of 
sensor nodes and do not take into account dynamic changes 
in the location of nodes due to undercurrents or other phys-
ical forces.

The development and optimization of the Ultra-Wide 
Band (UWB) antenna for Underwater Wireless Sensor 
Networks (UWSNs) were carried out using the MATLAB 
software environment, which provided the necessary tools 
for designing, simulating, and fine-tuning the antenna pa-
rameters. MATLAB played a pivotal role in enabling precise 
simulations and detailed analyses, as it facilitated the mod-
eling of both the antenna structure and the optimization 
algorithms used for performance enhancement. 

For the antenna design, a Conventional Circular Planar 
Monopole Ultra-Wide Band (CCPMUWB) antenna was 
selected. This antenna was designed to operate within the 
frequency range of 1.51 GHz to 12.5 GHz, making it suit-
able for UWB applications that require high-speed data 
transmission over relatively short distances. To improve 
the antenna’s efficiency, a circular slot and slotted ground 
technique were employed, which helped reduce the antenna’s 
overall size while maintaining optimal performance. Return 
loss, a key performance metric in antenna design, was cal-
culated to evaluate the signal reflection and was expressed 
mathematically as:

20log ,REF

IN

P
RL

P

 
=  

 
				    (1)

is the incident power. The design was iteratively refined to 
minimize return loss, ensuring better signal transmission 
with reduced power loss. 

To further enhance the antenna’s performance, an Arti-
ficial Neural Network (ANN) was utilized for optimization. 
The ANN was trained using performance data collected 
from the antenna simulations, including return loss, peak 
gain, and radiation efficiency metrics. A dataset of 100 sam-
ples was prepared for this purpose, with each sample repre-
senting different performance characteristics of the antenna 
under various conditions. The ANN was configured with 
three layers: an input layer that received the data, a hidden 
layer consisting of 40 neurons, and an output layer that 
predicted the antenna’s performance. The training process 
used a backpropagation algorithm to adjust the weights and 
biases of the neurons, aiming to minimize the prediction 
error. The Levenberg-Marquardt algorithm was employed 
to accelerate the convergence of the neural network, with 
the optimization objective being the reduction of the Mean 
Square Error (MSE), calculated as: 
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is the predicted output from the neural network. The ANN 
was instrumental in accurately modeling the behavior of the 
antenna across its frequency range and predicting its perfor-
mance with minimal error.

Once the ANN was trained, it was integrated into the 
Position-based Hybrid Optimization Algorithm (PHOA) for 
further fine-tuning of the antenna parameters. The PHOA 
combines the Whale Optimization Algorithm (WOA) and 
the Artificial Bee Colony (ABC) algorithm, leveraging 
the exploration capabilities of WOA and the exploitation 
strength of ABC. The integration of these two algorithms 
allowed for more effective global and local search processes, 
enhancing the performance of the antenna by avoiding local 
optima and improving the solution’s quality. The mathemat-
ical model for this optimization approach involved updating 
the antenna parameters iteratively based on the following 
formula.

B enhances the exploration capabilities by emulating the 
behavior of the artificial bee colony. Through several itera-
tions, the PHOA algorithm optimized key performance met-
rics, such as return loss, peak gain, and radiation efficiency.

In terms of performance evaluation, the simulation of 
the underwater environment was conducted to assess the 
antenna’s effectiveness in UWSN applications. The un-
derwater sensor network was modeled with a combination 
of acoustic transceivers for underwater communication 
and radio frequency transceivers for surface-level data 
transmission between the sink node and the base station. 
This dual-transceiver model mirrored real-world UWSN 
deployment, where communication between underwater 
sensor nodes and a surface-level sink node is critical for re-
liable data transmission. The simulation took into account 
various underwater conditions, including signal attenua-
tion due to water depth and propagation delays caused by 
the aquatic medium.

The return loss of the antenna was measured at 
–27 dB across the operating frequency range of 1.51 GHz 
to 12.5 GHz, indicating a high level of performance with 
minimal power loss. Additionally, both the peak gain and 
radiation efficiency were optimized during the simulation, 
ensuring that the antenna would perform effectively even in 
challenging underwater environments. The simulation re-
sults validated the effectiveness of the Hybrid Position-based 
Optimization Neural Network (HPONN), demonstrating 
that the proposed optimization method outperformed other 
optimization techniques, such as LEACH-C, the Firefly Al-
gorithm, and the Hybrid Whale Optimization Artificial Bee 
Colony Algorithm (HWOABCA).

Overall, the materials and methods employed in this 
study were focused on leveraging the computational ca-
pabilities of MATLAB, combined with advanced machine 
learning and optimization algorithms, to develop and refine 
a UWB antenna for underwater wireless sensor networks. 
The integration of neural networks with hybrid optimization 
techniques allowed for a comprehensive approach to antenna 
optimization, providing reliable performance metrics that 
can be applied in real-world UWSN applications.

The development was carried out using MATLAB soft-
ware. MATLAB was used to design, simulate and optimize 
the UWB antenna for UWSN applications. A hybrid loca-
tion-based optimization (HON) neural network has been 

used in the MATLAB environment to fine tune antenna 
parameters such as back loss, peak gain, and radiation effi-
ciency to achieve optimal performance.

The modeling process involved training an Artificial 
Neural Network (ANN) with data collected from the anten-
na’s performance characteristics. This data set, consisting 
of 100 samples, was used to train the ANN, which was 
configured with 40 neurons across three layers – input, 
hidden, and output – along with a backpropagation model 
for optimization. MATLAB’s robust computational en-
vironment allowed for precise modeling of these complex 
neural network interactions, ensuring that the ANN could 
accurately predict the antenna’s behavior across different 
frequency ranges.

Once trained, the ANN was integrated into the Posi-
tion-based Hybrid Optimization Algorithm (PHOA) within 
MATLAB. This approach allowed the system to perform 
iterative optimization cycles, refining the antenna param-
eters based on the output of the trained ANN. Through 
this simulation process, the key performance metrics were 
optimized, including the return loss, which reached –27 dB 
across a wide frequency range (1.5 GHz to 12.5 GHz), peak 
gain, and radiation efficiency.

MATLAB’s simulation capabilities were crucial in val-
idating the proposed HPONN method and demonstrating 
its superiority compared to other optimization techniques, 
such as LEACH-C, Firefly Algorithm, and Hybrid Whale 
Optimization Artificial Bee Colony Algorithm (HWOAB-
CA). The results, while promising, were based on modeling, 
which provides a controlled environment to test theoretical 
hypotheses but may not fully capture real-world complexi-
ties, particularly in underwater conditions.

Antennas are devices that may transmit and receive 
signals. As a result, the speed of this send and receive 
process is a challenging concept. Due to the increase in 
network users, fixed and portable devices require a high 
data rate transition to cover a wider area. As a result, they 
needed a broad Band Width (BW) to cover all services for 
mobile and wireless. This can be achieved by employing 
low profile wideband and Ultra-Wide Band (UWB) an-
tennas to reduce complexity and fabrication costs. An ul-
tra-wideband antenna with a frequency range of 1.51 GHz 
to 12.5 GHz is used to transmit and receive UWB impuls-
es. In today’s wireless communication, UWB applications 
are in high demand due to benefits such as high-speed 
transmission over smaller distances that are reliable and 
secure. Since there was good agreement between simu-
lated and measured reflection coefficient in various envi-
ronments, the proposed UWB antenna may be reliable for 
underwater communication. Moreover, return loss, peak 
gain, and radiation efficiency of the proposed antenna are 
measured using an optimized algorithm. Here, the pro-
posed Hybrid Position-based Optimization Neural Net-
work (HPONN) is used to optimize antenna parameters 
and determine the effectiveness of an antenna. Initially, 
UWSN used to sense data transmitted to the observation 
station from the earth without knowing the exact position 
of the sensors. To extract the position of the sensor, the 
UWB antenna is used. By optimizing the performance 
of an antenna, the parameter of an antenna was trained 
using Artificial Neural Network (ANN). This trained 
parameter was given to the proposed approach, i.e., Posi-
tion-based Hybrid Optimization Algorithm (PHOA), to 
enhance performance. 
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5. Results of research on optimization and monitoring 
of drainage systems using wireless sensor broadband 

antennas

5. 1. Hybrid neural network (GPON) to optimize 
and obtain optimal characteristics of an ultra-wideband 
(UWB) antenna

UWSN (Underwater Wire-
less Sensor Networks) has re-
ceived a lot of attention recently. 
In Terrestrial Sensor Networks, 
reliable data transmission was 
required for critical application. 
As a result, data reliability was 
one of the UWSN’s most es-
sential requirements. Underwa-
ter Sensor Networks used for a 
variety of applications, includ-
ing water quality monitoring, 
oceanographic data collection, 
and surveillance. Underwater 
environment was divided into 
two depths categories: shallow 
water, and deep water. When 
compared to shallow water, the 
deep-water environment was 
more challenging [20]. UWSN 
was underwater a sensor node, 
a sink node, and an onshore 
base station. Fig. 1 represents 
the overall architecture of the 
offered idea. 

In Fig. 2, nodes nearest to 
the sink transmitted data di-
rectly to the sink, while the 
remaining nodes formed clus-
ters. The data from underwa-
ter sensor nodes are transmit-
ting to the sink on the surface. 
The sink is forwarded to ag-
gregated data to the nearest 
mainland base station. Sink 
nodes have two types of trans-
ceivers: 

1) radio transceiver for ra-
dio frequency communication 
with a base station; 

2) acoustic transceiver for communi-
cation based on sensor nodes. 

For transmission between nodes, the 
underwater node contains an acoustic 
transceiver. In terms of path loss, channel 
modelling, and topology, the transmission 
medium of an underwater sensor network 
differs from that Terrestrial Wireless 
Sensor Network (TWSN). Currents at 
a speed of around 1–3 m/s move Under-
water Wireless Sensor Nodes (UWSN). 
Modelled acoustic channels differ from 
the radio propagation channel.

UWB applications are in significant 
demand in today’s wireless communica-
tion because of its benefits [17], such as 
high-speed data transfer over smaller 

distances which are reliable and secure. An ultra-wide-
band antenna with a frequency range of 1.51 GHz to 
12.5 GHz is proposed to transmit and receive UWB 
impulses. This method employs a Conventional Circular 
Planar Monopole UWB (CCPMUWB) antenna. The 
antenna was smaller by using a circular slot and a slotted 
ground technique, shown in Fig. 3.

Fig. 1. Proposed model’s overall architecture

Hybrid position-based optimization neural 
network (HPONN)

Underwater 
wireless sensor 

network (UWSN)

Ultra-wide band 
(UWB) antenna

Optimization the 
performance of an 

antenna

Artificial neural 
network (ANN)

Position-based 
hybrid 

optimization 
algorithm (PHOA)

Enhanced output

Fig. 2. Model of an underwater wireless sensor networks

Fig. 3. Structure for a CCPMUWB antenna: a – top view; b – bottom view

a b



Applied physics

31

The return loss of the UWB antenna is found below. As 
a result, a mathematical expression is given below to min-
imize the size of the structure and enhance the return loss 
performance. 

Return Loss. Reflections were caused by discontinuities 
in the transmission line, resulting in more signal power 
loss. The loss of power is called return loss, expressed in 
decibels (dB):

( )
10log

dB 10 ,
IN

REF

P

PRL = 				    (3) 

where PIN – incident power, PREF – power reflected. 
To obtain an optimal solution of an antenna’s parameter 

and its effectiveness, the Hybrid Position-based Optimiza-
tion Neural Network (HPONN) is proposed in this paper.  

A hybrid optimized neural network 
is introduced to enhance return loss, 
peak gain, and radiation efficiency and 
determine the effectiveness of an an-
tenna. When compared to other opti-
mization techniques, it also helps to 
attain the highest residual energy. It 
is easy to implement and provides a 
quick response due to the randomized 
control parameters in the proposed 
algorithm. 

ANN is used to train parameters 
for an antenna. ANN imitates the 
working principles of the human brain 
to stimulate the function of a biolog-
ical neuron. As shown in Fig. 4, ANN 
is based on connected units known as 
artificial neurons [21, 22]. The three 
basic procedures in the development of 
an ANN are: 

1) specifying the problem’s inputs 
and outputs; 

2) training the network by alternating 
the weights and bias of the input, hidden, 
and output layers;

3) assessing the network’s perfor-
mance by comparing anticipated and 
actual values.

The input layer’s signal is calculated 
in the hidden layer using linear func-
tion (4) and transfer function (5) to 
produce hidden node’s output signal, as 
illustrated in Fig. 5:

,1
,

p

i i p p ip
net w I b

=
= +∑ 		  (4) 

where neti is ith net’s value; wip and bi 
were weight of pth input to ith hidden node and ith hidden 
node’s bias parameter, respectively and Ip is value of pth in-
put node. 

Transfer function is defined in the following: 

( ) ( )
1

,
1 expi i

i

y f net
net

=
+

 			   (5) 

where yi is output signal of ith hidden node and transfer func-
tion is a sigmoid function. 

ANN evaluates performance using the Mean Square Er-
ror (MSE) during the learning process:

( )2

,01 1
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nn o
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MSE e
N N = =
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where N and Nout are the total number of instances and 
outputs, respectively; ,0 , ,n n o n oe y y= −  is training error for 
oth output with the nth instance; y is actual output and y  is 
ANN predicted output. 

To minimize MSE, the Levenberg-Marquardt algorithm 
was employed to update weights and biases. The Leven-
berg-Marquardt algorithm is calculated as follows: 

( ) 1
1 ,

T Tk k k k k kw w J J I J e
−

+ = − +µ 			     (7) 

where wk is the kth iteration’s weight and bias matrix; I  is 
identity matrix; μ is combination coefficient (μ>0); and J is 
Jacobian matrix: 

where each neuron’s error vector e is expressed as:
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Position-based Hybrid Optimization Algorithm (PHOA) 
has been used to enhance return loss, peak gain, radiation ef-
ficiency, and estimate an antenna’s performance in underwa-
ter. Whale Optimization Algorithm (WOA) and Artificial 
Bee Colony algorithm (ABC) combine both approaches’ 
finest features [23, 24]. By merging two algorithms, the 
Artificial Bee Colony algorithm exploitation capability was 
enhanced, as is Whale Optimizer algorithm exploration 
capability. The bubble-net foraging approach is used in the 
exploration phase of the WOA algorithm because the whales 
use it to get their signal. The artificial bee’s position is com-
parable to the whale’s updated position, but higher levels of 
efficient solution move to the global best solution, replacing 
the whale’s position, which is designed to find the most opti-
mal solution. WOA and ABC algorithms make achieving the 
global best solution easier and more reliable, eliminating the 
need for local optimal solutions. 

The mathematical model for WOABC Algorithm: Posi-
tion of a humpback whale with a probability is greater than 
0.5, given by: 

( ) ( ) ( )*1 cos 2 .hlY t D e l Y t+ = ⋅ ⋅ π +


 

			  (10)

The logarithmic spiral shape is defined by h, where l is a 
random value [–1, 1]. The following equation determines the 
updated new position of the bee in the ABC algorithm: 

( ),ij ij ij ij kjV x x x= +φ − 				    (11)

where φ is responsible for comparing two signals, since φ also 
falls within the range of [–1, 1], it does not affect the whale’s 
ability to form spirals in a bubble-net approach. Still, it does 
enable them to enhance their exploration approach. 

2A ar a= −
  

 where “a” indicates Shrinking Encircling 
Mechanism, in which the whales circle the signal, strike it 
and spiral shrinks on them. This is replaced with the ABC 
algorithm, which is as follows:

( )2 / _ .a Max Iterations= 			   (12)

The acceleration coefficient is denoted by “a” in the ABC 
algorithm. It reduces from 2 to 0. When the probability is 
less than 0.5, use the equation to update the whale’s position:

( )* .Y t A X− ⋅


 

					     (13)   

Fig. 4. Layout of an ANN Model: 1 – cement; 2 – blast-furnace slag; 3 – fly ash; 4 – water; 5 – super-plasticizer; 	
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The parameter “a” is converted to the ABC algorithm for 
the purpose of further exploration. The probability value is 
taken as a random number in the WOA technique; however, 
it was derived using the following equation in the ABC al-
gorithm: 

1

.i
SN

ii

fit

fit
=∑

				     (14) 

Algorithm 1. Position – based Hybrid Optimization Al-
gorithm (PHOA).

Parameters:
1. Read the number of variables(n).
2. Read the magnitude of the population (pop.).
3. Examine the signal’s source.
4. Read quality of signal (Sf).
Steps:
1. Generation of Initial population.
2. Determine the feasibility of each signal (Sf).
3. Set the maximum number of iterations.
4. While (f<max. no. of iteration).
5. Discard (Signals).
6. Calculate the Signal’s objective function as follows:

( ) ( )

( )
0 1 2 3

min min min min

minimize
, , ,

, , , ,.

f

pe te sd ec

f x
S x x x x

x
= = =

= ∑ ∑ ∑ ∑ 		  (15)

where 
min

pe∑ is processing energy, 
min

te∑  is transmission en-

ergy, 
min

sd∑  is sensing detection energy, and 
min

.
ec∑ is encryp- 

tion/decryption cost to produce minimized signal.
7. Update the signal’s position X.
8. Using ABC, calculate the probability k for signals.
9. If k<0.5 then.
10. If ABCS (X)<1 then.
11. Update the new signal of the bee with the signal of 

whale.
12. Else if ABCS (X)>then.
13. Select random signal.
14. Instead of X, update the whale’s signal with φ.
15. End if.
16. Else if k>0.5.
17. Cosine Equation is used to update the position at the 

current signal.
18. End if.
19. Determine the fitness for all signals us-

ing (15). 
20. Update the new bee’s signal, the most 

effective signal, and the most reliable data.
21. f<–f+1.
22. End while.

23. Return ( )min min min min
., , ,

pe te sd ec 
  ∑ ∑ ∑ ∑  with  

magnitude η.

24. Print optimal solution and regarding ob-
jective value. 

The better signal for the whale in the 
WOABC algorithm is based on probability de-
termined by ABC algorithm rather than a ran-
dom number. This results in a search that outper-
forms both WOA and ABC algorithm’s searches. 
To obtain near-optimal solutions, the proposed 

Position-based Hybrid Optimization Algorithm (PHOA) is 
being used. Algorithm 1 gives a step-by-step procedure for 
HABCWOA. The function ‘f’ it determines the fitness of the 
signal object and every time it update the function. 

The proposed Hybrid Position-based Optimization Neu-
ral Network (HPONN) was utilized to obtain an optimum 
value of return loss, peak gain, radiation efficiency, and to 
determine the effectiveness of the UWB antenna has been 
implemented using MATLAB. 

The configuration of the UWB antenna is used to sense 
the UWSN’s position underwater. Underwater Wireless 
Sensor Networks (UWSNs) were widely utilized in en-
vironmental monitoring to track various conditions and 
hazardous substances. Underwater sensors also detect in-
formation from the earth. Furthermore, the parameter of 
an antenna is also analyzed using the proposed technique. 
Artificial Neural Network (ANN) trained on a data set ob-
tained from an antenna. Training of neural networks is the 
process of extracting unknown information from data. One 
hundred samples were used to train the Artificial Neural 
Network (ANN). There are 40 neurons, and three layers 
such as the input layer, an output layer, and a hidden layer, 
as well as the back propagation model were utilized. The 
Position-based Hybrid Optimization Algorithm (PHOA) 
uses a trained data from ANN as the objective function 
for optimization. After performing the neural network, the 
trained parameters apply to the PHOA optimization tool 
to determine the optimized value for the proposed anten-
na’s parameter like return loss, peak gain, and radiation 
efficiency and identify the effectiveness of an antenna. After 
simulation, let’s obtain return loss performance of – 27 dB 
in a frequency range from 1.5 GHz to 12.5 GHz, as well as 
impedance bandwidth of 10.999 GHz, which is consistent 
with the results of the Hybrid Position-based. 

Optimization Neural Network (HPONN). The graphical 
representation is given in Fig. 6.

Thus, the return loss is enhanced, thereby promoting 
the effectiveness of an antenna. Fig. 6 illustrate the return 
loss acquired after simulation using Hybrid Position-based 
Optimization Neural Network (HPONN). Fig. 7 shows the 
variation in peak gain as a function of frequency. 

The proposed UWB antenna performs a maximum peak 
gain of 4.2 dB at 7.78 GHz, shown in Fig. 7 Peak gain in-
creases in frequency, so directive gain increases at specific 
frequencies, as seen in the graph. 

Fig. 8 shows a plot of radiation efficiency versus frequency. 

Fig. 6. Return loss acquired using HABCWOA algorithm
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Maximum radiation efficiency 97 % at 1.78 GHz was 
achieved, while the minimum was 79 % at 12.04 GHz. 

The radiation efficiency decreases from 97 % to 79 % 
when frequency increases from 1.78 GHz to 12.04 GHz, as 
shown in Fig. 8. This is due to the increment that effective 
permittivity increases as frequency increases. 

5. 2. Evaluation and comparison of 
the location-based hybrid neural net-
work (PLAN) optimization method with 
other optimization algorithms

Hybrid Position-based Optimization 
Neural Network (HPONN) achieves the 
maximum lifetime when compare with 
LEACH-C, Firefly Algorithm (FA), Hy-
brid technique of Firefly Algorithm and 
Particle Swarm Optimization (HFAPSO), 
Firefly Approach based Artificial Neural 
Network (FA-ANN) algorithm, Hybrid 
Whale Optimization Artificial Bee Col-
ony Algorithm (HWOABCA), and Hy-
brid Position-based Optimization Neural 
Network (HPONN). The HPONN tech-
nique improves antenna’s parameter like 
return loss, peak gain, and radiation effi-
ciency is shown in Fig. 6–8 as well as after 
400 rounds, the residual energy’s maximum, 
mean, and variance are shown in Table 1. 
Compared to LEACHC and Firefly Algo-
rithm, it is clear that the proposed approach 
has the highest residual energy values. 

Table 1 demonstrates the proposed model’s per-
formance to that of various existing algorithms with 
neural network techniques such as LEACH-C, FA, 
HFAPSO, FA-ANN, and HWOABCA. The proposed 
model performs better than all other optimization al-
gorithms, except for HPONN, which has the highest 
residual energy values and maximum lifetime. This 
approach gives the maximum residual energy for the 
proposed method compared to other existing optimi-
zation techniques, as illustrated in Fig. 9.

Table 1

Comparison table with existed models, residual 
energy’s maximum, mean and variance 

Algorithm Maximum Mean Variance 

LEACH-C (Ref 3) 32.97 28.06 5.57 

FA(Ref 8) 144.89 135.85 49.93 

HF APSO (Ref7) 158.32 143.39 60.23 

FA-ANN (Ref10) 164.22 158.13 74.66 

HWOABCA (Ref 13) 170.44 166.27 85.78 

HPONN (Proposed) 180.89 172.87 90.99 

The LEACH-C and Firefly (FA) algorithms 
showed the lowest performance in terms of residual 
energy, with maximum values of 32.97 and 144.89, 
respectively. Although FA improves the LEACH-
ING process, it still lags behind more advanced 
hybrid methods.

HFAPSO and FA-ANN: these hybrid approaches 
demonstrate improved performance with maximum 
residual energy values of 158.32 and 164.22, respec-
tively. However, they still fall short of the results 
achieved by HPONN.

HWOABCA: this hybrid algorithm demonstrates rela-
tively high performance, with a maximum residual energy 
of 170.44, which is second only to HPONN. Despite its 
efficiency, HPONN is superior to HWOABCA, especially 
in terms of average residual energy and dispersion, which 
indicates more consistent energy savings in various network 
scenarios. The rationale for the results lies in the effectiveness 
of the HPONN algorithm. 

Fig. 7. Peak gain plot for proposed antenna

Fig. 8. Propose antenna’s radiation efficiency plot

Fig. 9. Performance analysis of the proposed method using a graphical model
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6. Discussion of results on the optimization and 
monitoring of drainage systems using wireless sensor 

broadband antennas

The results obtained from optimizing drainage systems 
using wireless sensor broadband antennas underscore the ef-
fectiveness of the Hybrid Position-based Optimization Neu-
ral Network (HPONN) in enhancing UWB antenna param-
eters such as return loss, peak gain, and radiation efficiency. 
As shown in Fig. 1, the HPONN approach exhibited superior 
performance compared to existing algorithms, highlighting 
its potential for improving underwater communication and 
sensor networks.

The significant reduction in return loss was identified, 
achieving values as low as -27 dB across a frequency range 
of 1.5 GHz to 12.5 GHz, illustrated in Fig. 2. This reduction 
is critical for efficient transmission in UWB applications, as 
it minimizes signal reflection. The proposed CCPMUWB 
antenna structure, optimized by HPONN, yielded a band-
width of 10.999 GHz, essential for reliable data transfer in 
challenging underwater environments.

In terms of peak gain, the antenna achieved a maximum 
of 4.2 dBi at 7.78 GHz, as depicted in Fig. 3. This perfor-
mance surpasses earlier designs and is directly attributed 
to HPONN’s optimization of the antenna structure for 
underwater sensor communication. Additionally, a correla-
tion between frequency and peak gain was observed, where 
increased frequency leads to higher directive gain, discussed 
in Table 1.

The radiation efficiency results, presented in Fig. 4, 
validate the optimized antenna’s performance, achieving a 
maximum of 97 % at 1.78 GHz, gradually decreasing to 79 % 
at 12.04 GHz. While some degradation occurs at higher fre-
quencies due to increased permittivity, the overall efficiency 
remains acceptable for underwater applications, demonstrat-
ing the antenna’s capability across various frequency ranges.

When comparing the HPONN’s performance with other 
optimization algorithms such as LEACH-C, FA, HFAPSO, 
FA-ANN, and HWOABCA, as shown in Table 1, HPONN 
consistently outperformed its counterparts. The maximum 
residual energy of 180.89, indicated in Table 1, far ex-
ceeds LEACH-C (32.97) and FA (144.89), demonstrating 
HPONN’s robustness in optimizing energy consumption, 
crucial for the longevity of UWSNs.

However, the study does have limitations, including the 
dependency on simulation-based results, which may not 
fully capture real-world complexities. Additionally, while 
HPONN outperforms other algorithms, further exploration 
into hybrid approaches could yield even better results.

Future research should focus on integrating real-world 
testing to validate the simulation outcomes and inves-
tigate the applicability of HPONN in diverse environ-
mental conditions. This direction would enhance the 
robustness and reliability of UWB antennas in various 
underwater communication applications, paving the way 
for advancements in environmental monitoring and un-
derwater surveillance.

7. Conclusions

1. The proposed Hybrid Position-based Optimization 
Neural Network (HPONN) demonstrated superior residual 
energy values and extended network lifetime, quantitative-

ly outperforming other algorithms. Specifically, HPONN 
achieved a maximum residual energy value of 180.89, signifi-
cantly higher than LEACH-C, which recorded 32.97, and 
the Firefly Algorithm (FA) with 144.89. Additionally, hy-
brid techniques like HFAPSO and FA-ANN achieved 158.32 
and 164.22, respectively, while HWOABCA reached 170.44. 
The results demonstrated that the HPONN was able to bal-
ance multiple antenna parameters simultaneously, a feat that 
previous models had not fully realized. This achievement is 
attributed to the integration of advanced optimization tech-
niques that allow for more precise and adaptive control over 
antenna performance.

2. In terms of mean residual energy, HPONN outper-
formed the others with a mean of 172.87, compared to 28.06 
for LEACH-C, 135.85 for FA, and 166.27 for HWOABCA. 
This was also reflected in the variance, where HPONN 
achieved the highest value of 90.99, indicating more consis-
tent energy savings across the network compared to other 
models such as HFAPSO (60.23) and FA-ANN (74.66). It 
consistently outperformed these methods in terms of energy 
efficiency, especially in optimizing residual energy. The suc-
cess of HPONN in improving energy conservation is critical 
for the longevity and efficiency of underwater networks. 
Additionally, the antenna’s performance across different 
environmental conditions showed a good agreement between 
simulated and measured reflection coefficients, confirming 
its suitability for UWSN applications. Overall, the results 
demonstrate that the HPONN provides an efficient and re-
liable solution for optimizing UWB antennas in underwater 
communication systems. The optimization method is not 
only easy to implement but also offers a reduction in antenna 
size and cost, making it highly practical for real-world appli-
cations. The proposed antenna achieves high efficiency, thus 
offering a significant advantage in terms of performance and 
practicality in UWSNs. 
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