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Human recognition is widely used in variety 
of fields such as autonomous vehicles, surveil-
lance field, automatons, assisting blind peoples 
and many more. Many machine learning (ML) 
and deep learning (DL) algorithms exist for 
video analysis the main motive of these algo-
rithms is to find human in complicated image. 
The research presented in this paper focus-
es on the development of an energy-efficient, 
smart CCTV camera system for real-time human 
detection, utilizing the YOLOv8 (You Only Look 
Once) model. The problem addressed is the 
need for more advanced, autonomous surveil-
lance systems capable of human detection under 
various background conditions, overcoming the 
limitations of traditional CCTV systems, which 
require constant manual monitoring. The pro-
posed system was trained on the PASCAL VOC 
2012 dataset and optimized through hyperpa-
rameter tuning, achieving high accuracy and 
real-time performance. Key results demonstrate 
that the YOLOv8 model, implemented on the 
NVIDIA Jetson Nano platform, offers remark-
able accuracy, precision, and energy efficien-
cy. It consistently detects human figures in real-
time, even in non-ideal conditions like poor 
lighting or complex backgrounds. This suc-
cess can be attributed to YOLOv8’s cross-stage 
partial network (CSPNet) architecture, which 
enhances its ability to process images quickly 
and accurately, ensuring it meets the demands 
of continuous surveillance. The distinguishing 
features of this system are its energy-efficient 
design and adaptability to diverse environmen-
tal conditions. These characteristics not only 
solve the challenge of real-time human detection 
but also make the system a robust and scalable 
solution for modern security and surveillance 
applications
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1. Introduction

The field of human detection in surveillance systems 
continues to be a key focus of research due to the growing 
demand for enhanced security measures in various sectors, 
including public safety, infrastructure protection, and au-
tonomous systems [1, 2]. With rapid advancements in ML 
and DL algorithms, there is a significant shift toward auto-
mating human detection in real-time video analysis [3]. This 
shift is crucial for creating intelligent surveillance systems 
that can operate efficiently and autonomously in diverse en-
vironmental conditions. The relevance of this research topic 
lies in its direct application to real-world scenarios where 
timely detection and response are essential for maintain-
ing security and preventing incidents. Traditional CCTV 
systems, while still widely used, suffer from significant 
limitations. These systems require continuous manual mon-
itoring, which is labor-intensive and prone to human error, 
particularly due to fatigue and distraction [4]. Furthermore, 

the inability of these systems to provide real-time alerts 
or differentiate between routine activities and significant 
events results in large volumes of data that need to be manu-
ally reviewed, reducing the system’s overall effectiveness [5]. 
Given the rise in security threats and the increasing com-
plexity of environments requiring surveillance, the need for 
more advanced solutions has never been more pressing [6]. 
Hence, research into more intelligent, automated systems for 
real-time human detection remains critical [7].

Advances in DL, particularly the use of convolution-
al neural networks (CNNs), have demonstrated superior 
performance in object detection tasks, including human 
recognition [8, 9]. CNNs are highly effective at processing 
pixel data and have been pivotal in advancing video and 
image analysis. One of the most prominent architectures 
in this domain is You Only Look Once (YOLO), which has 
gained widespread recognition for its speed and accuracy 
in real-time object detection [10]. The YOLO family of 
models, including the latest YOLOv8, processes images in 
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detection accuracy. The computing needs of processing huge 
datasets and the difficulties of precisely detecting behav-
iors in cluttered situations are probably the causes of these 
limitations. Enhancing network architectures or adding 
more sensor inputs are potential solutions to these problems. 
Similar methods have been employed in other investigations, 
however they frequently come with significant computa-
tional expenses. Work reported by [16] shows a comparative 
analysis of various human detection techniques, including 
frame subtraction, HOG, and the YOLO algorithm. It shows 
that while YOLO offers the highest accuracy (up to 96.8 %), 
unresolved issues like slower response times and difficulties 
in high-density or occluded environments persist. These lim-
itations may arise from YOLO’s high computational demand 
and challenges in complex environments. Solutions could 
include algorithm optimization or hybrid methods. This 
approach has been attempted in prior research using HOG 
and frame subtraction, but they suffer from reduced accu-
racy and reliability in dynamic settings. This suggests the 
need for further research to enhance detection in real-time, 
high-accuracy systems. Work [17] reports YOLOv8 model 
for human detection in thermal imaging, particularly distin-
guishing injured from non-injured individuals. It shows that 
the model achieved a mAP of 0.772 and processing times 
of 12.3 ms for images, but unresolved issues remain, such as 
slower processing in video datasets and difficulty detecting 
humans in complex postures. These challenges stem from 
the higher computational demand of video processing and 
thermal imaging limitations. A way to overcome this could 
be integrating tracking algorithms or improving hardware 
efficiency. While similar approaches, such as using YOLOv5, 
have been explored, they often neglect injured human de-
tection. The suggested approach YOLOv8 for real-time de-
tection in diverse environments can tackle these limitations 
by optimizing, improving both accuracy and computational 
efficiency for smart CCTV applications.

In [18], YOLO has been used for person detection from 
an overhead view, achieving a TPR of 95 % and a FPR 
of 0.2 %. Despite its effectiveness, the model struggles in 
crowded scenes with overlapping individuals, primarily due 
to training on frontal-view datasets. This limitation high-
lights the need for models specifically trained on overhead 
datasets. Prior approaches using background subtraction 
or feature-based methods exhibit higher error rates. Thus, 
further research is needed to enhance detection accuracy in 
overhead scenarios. Our proposed approach addresses these 
issues by leveraging YOLOv8, trained on specialized over-
head datasets, to improve real-time detection accuracy and 
robustness in surveillance systems. In [19], YOLOv4 method 
is employed on improving the speed and accuracy of object 
detection. It shows that YOLOv4 achieves a mAP of 43.5 % 
at 65 FPS, offering significant improvements over previous 
YOLO versions. Although, there are certain challenges such 
as occlusion or low-light conditions in handling complex 
environments, which hinders detection performance. The 
integration of advanced feature aggregation techniques or 
optimizing for specific tasks can be a way to overcome these 
ambiguities. Building on these advancements, our suggested 
method with YOLOv8 further optimizes for energy economy 
and real-time performance, making it appropriate for sophis-
ticated surveillance applications in smart CCTV systems. 
Research on the use of YOLOv3 for persons detection in 
crowd surveillance systems is presented in the publication 
by [20]. It demonstrates that YOLOv3 successfully detected 

a single pass, making it particularly suitable for applications 
requiring immediate responses, such as human detection in 
surveillance systems. The growing adoption of smart sur-
veillance systems further highlights the importance of this 
research. Modern systems not only need to detect humans 
accurately but must also perform efficiently under varying 
environmental conditions, including changes in lighting, 
background complexity, and object occlusion [11, 12]. This 
demand is further compounded by the requirement for 
energy efficiency, particularly in continuous surveillance 
systems that must operate around the clock. By integrating 
DL algorithms like YOLOv8 with energy-efficient platforms 
such as the NVIDIA Jetson Nano, researchers can address 
the dual challenge of high performance and low power con-
sumption.

Therefore, the study of advanced human detection tech-
niques within surveillance systems remains highly relevant 
in today’s scientific landscape. The ability to create more au-
tonomous, real-time systems that adapt to dynamic environ-
ments is essential for modern security infrastructures. This 
research topic not only aligns with the current needs of the 
industry but also addresses gaps in existing technologies by 
focusing on improving accuracy, speed, and energy efficien-
cy, making it a timely and necessary area of investigation.

2. Literature review and problem statement

In recent literature, various studies have explored the ef-
fectiveness of YOLO models for human detection and related 
applications. The research in [13] paper presents YOLOv8 
for human detection in thermal images, specifically for 
search and rescue missions. The study demonstrates that 
YOLOv8 achieves high precision around 95 % in challeng-
ing conditions like low light and adverse weather. However, 
unresolved issues remain, such as reduced accuracy in com-
plex environments due to occlusions and thermal reflections. 
These challenges could be addressed through methods like 
sensor fusion or data augmentation. Prior research has ex-
plored similar enhancements, but the balance between model 
accuracy and processing speed remains a challenge, indicat-
ing the need for further studies to optimize these factors. 
Work in [14] presents research on human action recognition 
and localization using the YOLO model in video analytics. 
It demonstrated that YOLO can efficiently detect and label 
actions in real-time, but unresolved issues include handling 
occlusion and background clutter, which may affect detec-
tion accuracy. These challenges arise due to the complex-
ity of real-world environments, such as varying lighting 
conditions and occluded objects, which limit the model’s 
performance. A potential solution could involve integrating 
multiple sensor inputs or advanced image preprocessing 
techniques. This indicates the need for further research 
to improve detection accuracy in complex environments 
while maintaining computational efficiency. Our proposed 
approach aims to address these limitations by leveraging the 
YOLOv8 model, which offers faster processing and better 
accuracy than earlier versions. 

The paper by [15] presents research on human be-
havior recognition using DL, specifically employing the 
YOLOv3 model. It shows that YOLOv3 achieved an accu-
racy of 80.2 % at approximately 15 FPS in recognizing hu-
man behaviors. However, handling overlapping objects and 
complex environmental conditions is an issue which affect 



49

Information and controlling system

people even in the presence of partial occlusions, achieving a 
mAP of 78.3 %. Reduced confidence in detection for persons 
who are overlapping or distant is one of the outstanding 
difficulties, though. These difficulties are caused by the 
intricacy of controlling opacity and crowded scenes. Using 
sophisticated tracking algorithms and training on a wider 
range of datasets could be one possible remedy. Even while 
there are comparable methods, they frequently have draw-
backs in congested settings. This emphasizes the need for 
more study to increase the precision of detection in intricate, 
real-time monitoring systems.

3. The aim and objectives of the study

The aim of this study is to design and develop a smart, 
energy-efficient CCTV camera system that can detect hu-
mans in real-time, even in challenging environmental con-
ditions, by utilizing the YOLOv8 DL model. The system is 
intended to enhance security and surveillance by providing 
a more accurate and responsive solution than traditional 
CCTV systems.

To achieve this aim, the following objectives are accom-
plished:

– to design and conceptualize an energy-efficient CCTV 
system framework utilizing the YOLOv8 model for robust 
and real-time human detection across varied conditions;

– to optimize YOLOv8 through hyperparameter tuning, 
adjusting learning rate, batch size, and training epochs to 
enhance accuracy;

– to implement the YOLOv8 model into the CCTV cam-
era system, leveraging its CSPNet architecture for real-time 
human detection under various conditions;

– to ensure energy-efficient operation on the NVIDIA 
Jetson Nano platform, allowing the system to deliver high 
performance with minimal energy consumption. 

4. Materials and methods of research

4. 1. Object and hypothesis of the study
The object of this study is the smart system for real-time 

human detection. This system integrates the YOLOv8 DL 
model to ensure high accuracy and responsiveness under 
diverse environmental conditions. The hypothesis is that 
the YOLOv8 model, optimized with hyperparameter tuning 
and implemented on the NVIDIA Jetson Nano platform, can 
significantly enhance real-time human detection capabilities 
while maintaining energy efficiency, even under challenging 
conditions such as poor lighting, cluttered backgrounds, and 
motion dynamics. The assumptions made in the study are as 
follows:

1. The PASCAL VOC 2012 dataset is representative of 
real-world surveillance environments and scenarios.

2. The NVIDIA Jetson Nano has adequate computa-
tional power and efficiency for real-time deployment of the 
YOLOv8 model.

3. The YOLOv8 architecture’s CSPNet provides the 
necessary speed and precision for human detection in con-
tinuous surveillance tasks.

The study adopts several simplifications to streamline its 
scope and ensure focused analysis. It specifically addresses 
human presence detection without considering complex 
behaviors, gestures, or activities, thereby narrowing the 

objective to essential surveillance tasks. Environmental 
testing scenarios are confined to typical indoor and outdoor 
conditions, excluding extreme situations such as severe 
weather or highly dynamic lighting variations. Additionally, 
the model’s hardware setup assumes an ideal configuration, 
overlooking potential limitations posed by lower-spec sys-
tems or alternative hardware platforms. These simplifica-
tions help concentrate the research on the core functionality 
of real-time human detection, ensuring clarity and feasibility 
in the evaluation process.

4. 2. Equipment and software used
The research employed a combination of advanced hard-

ware and software components to design, train, and test 
the proposed system. On the hardware side, the NVID-
IA Jetson Nano Developer Kit, featuring a quad-core  
ARM Cortex-A57 CPU, a 128-core Maxwell GPU, and  
4GB LPDDR4 memory, was selected for its suitability in 
edge-based AI applications. For real-time video input, an Intex 
IT-CAM 09 webcam with a resolution of 0.3 megapixels was 
utilized, while an Intel Core i5-10400 CPU with 64 GB RAM 
served as the high-performance computer system for model 
training and validation tasks. On the software front, Python 
3.12.4 was chosen for its rich ecosystem of libraries and tools 
supporting ML and data processing. TensorFlow 2.17 and 
Keras provided the frameworks necessary for model training 
and deployment, complemented by libraries like NumPy and 
Pandas for data manipulation, OpenCV for video processing, 
and Matplotlib for performance visualization. The development 
environment was configured in Jupyter Notebook within a 
virtual environment, ensuring proper dependency manage-
ment and a streamlined workflow. Together, these components 
formed a robust foundation for the research.

4. 3. Methodology and experimental conditions
The research followed a systematic approach to design, 

optimize, and implement the YOLOv8 model for real-time 
human detection in a smart CCTV system. The process 
began with dataset preparation, where the PASCAL VOC 
2012 dataset was preprocessed and annotated to ensure 
compatibility with YOLOv8 training requirements. Ob-
ject classes were labeled, and configurations for the model 
architecture were established. The training phase utilized 
pre-trained weights to accelerate the convergence process, 
while hyperparameters such as learning rate, batch size, 
and the number of epochs were systematically adjusted to 
optimize model performance. Metrics including training and 
validation losses were monitored across epochs to refine the 
model and prevent overfitting.

Once trained, the YOLOv8 model was deployed on the 
NVIDIA Jetson Nano platform, selected for its computation-
al efficiency and energy-saving capabilities. The system was 
integrated with a webcam to process real-time video feeds, 
utilizing the YOLOv8 architecture to detect and classify 
human figures. The deployment process ensured that the 
system could operate seamlessly in dynamic environments 
while maintaining high accuracy and responsiveness. Rig-
orous testing validated the system’s performance across 
multiple scenarios, ensuring its robustness and scalability for 
real-world applications.

Furthermore, the system was evaluated in both static 
and dynamic camera setups, simulating stationary and mo-
bile surveillance contexts. Additionally, the robustness of 
the YOLOv8 model was tested against diverse backgrounds, 
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including cluttered and minimalistic settings, to measure its 
ability to detect human figures amidst environmental noise. 
Lastly, energy consumption was analyzed by monitoring the 
NVIDIA Jetson Nano’s power usage in idle and active states, 
verifying its efficiency and suitability for continuous surveil-
lance tasks. This comprehensive testing framework ensured a 
reliable assessment of the system’s capabilities and limitations.

4. 4. Dataset description
In the present work, PASCAL VOC (Visual Object 

Classes) dataset is employed to train the YOLOv8 model. 
This dataset is a widely recognized benchmark in the field 
of computer vision, designed for evaluating the performance 
of various object detection, classification, and segmentation 
algorithms. Sample images from the PASCAL VOC dataset 
are shown in Fig. 1, illustrating the range of object classes 
and environmental conditions present. 

The dataset comprises a rich collection of images that 
span multiple object categories, including animals, vehicles, 
household items, and more, as exemplified in the provided 
figure. The dataset includes meticulously annotated im-
ages, where each object within an image is labeled with a 
bounding box and associated class, facilitating precise object 
detection and classification tasks. This diversity makes the 
PASCAL VOC dataset particularly valuable for developing 
and testing algorithms that must perform well across varied 
real-world scenarios.

5. Results of the analysis of smart energy-efficient CCTV 
system for real-time human detection 

5. 1. Proposed YOLOv8 model and its architecture
The implementation of YOLOv8 in CCTV camera sys-

tems for human detection brings several key advantages. 
YOLOv8’s real-time processing capability allows the system 
to analyze video streams and detect human presence instan-
taneously, which is crucial for prompt responses in security 
situations. Its advanced DL architecture ensures high accu-
racy, reliably identifying humans in various poses and light-
ing conditions [21, 22]. Additionally, YOLOv8’s efficiency 
in handling high-resolution images and its ability to run on 
platforms like NVIDIA Jetson Nano make it an ideal choice 
for enhancing the performance of CCTV surveillance sys-
tems. Fig. 2 illustrates a real-time human detection system 
designed for unmanned security surveillance.

Fig.	2.	Real	time	architecture	of	human	detection	system

This system continuously monitors a designated area and 
automatically generates an alert if a human presence is de-
tected in the images. A web camera captures real-time video 
at a rate of 30 frames per second, which is then converted into 
individual images. Each frame undergoes testing using the 
YOLOv8 architecture implemented on the Jetson Nano plat-

form. The YOLOv8 algo-
rithm, along with its trained 
weights, is utilized for image 
classification to distinguish 
between human and non-hu-
man entities. The NVIDIA 
Jetson Nano is capable of ef-
ficiently running the trained 
YOLOv8 network, ensuring 
rapid and accurate detection 
of humans in the surveil-
lance area.

Fig. 3 presents the flow-
chart illustrating the process 
of training and deploying the 
YOLOv8 model for object 
detection, specifically focus-
ing on detecting humans and 

calculating relevant metrics in real-time. Firstly, the model is 
trained on the PASCAL VOC dataset, a well-known benchmark 
in computer vision that includes 20 distinct classes, such as 
person, bird, cow, dog, horse, sheep, airplane, bicycle, boat, bus, 
car, motorbike, train, bottle, chair, dining table, potted plant, 
sofa, TV, and monitor. Afterwards, the process begins with 
the preparation of the training dataset and object labels, which 
are categorized into different objects each associated with its 
corresponding label. These labeled objects are then fed into the 
YOLOv8 training model, which is configured using a predefined 
configuration file that specifies the architecture layers of the 
YOLOv8 model. In addition to the labeled dataset, the model 
utilizes pre-trained convolutional weights to accelerate the train-
ing process and enhance performance. These weights are typical-
ly obtained from a model that has already been trained on a large 
dataset and can provide a solid foundation for further training.

During the training process, the model is optimized to 
reduce errors and enhance its ability to detect objects. It goes 
through the initial data and generates a trained weight file, 
which contains the features it has learned from the dataset. 
This trained weight file is then used for real-time image pro-
cessing, where the model analyzes live camera feeds. The model 
detects humans (or any other specified objects) in the camera 
feed and performs the necessary calculations or tasks based on 
what it identifies. After training on this dataset, the model pro-
duces a weight file, which can later be used to test its accuracy 
and performance. The flowchart below provides an overview of 
the steps taken to train the YOLO model on a dataset, optimize 
it, and deploy it for real-time object detection tasks.

 

 
  Fig.	1.	Sample	images	from	PASCAL	VOC	dataset
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5. 2. Optimization of YOLOv8 model
Hyperparameter tuning is a crucial process where pa-

rameters and settings are carefully selected and adjusted to 
improve a model’s performance, particularly when training 
an object detection model. In this study, the model was fine-
tuned by varying the number of epochs and other hyperpa-
rameters, as outlined in Table 1. The project explored how 
changing the number of training epochs affects the YOLOv8 
model’s performance, focusing on training loss, validation 
loss, and test accuracy. As the number of epochs increases, 
both training and validation losses decrease significantly, in-
dicating that the model is learning more effectively and reduc-
ing errors. Specifically, after 25 epochs, the model achieved 
its lowest training and validation losses, with values of 13.78 
and 12.94, respectively, and reached a high testing accuracy 
of 87 %. These findings highlight the importance of an ade-
quate training duration, as more epochs can help refine and 
enhance the model’s accuracy. However, it’s essential to strike 
a balance to avoid overfitting, ensuring the model remains 
robust and performs well on new, unseen data.

Table	1

Optimizing	parameters	of	YOLOv8	model

Number  
of epochs

Training 
loss

Validation 
loss

Test accuracy  
of YOLOv8 (%)

Hyperparameters

10 Epochs 14.65 14.39 72 Patience 50

15 Epochs 14.16 13.82 73 Batch 16

25 Epochs 13.78 12.94 87

Workers 8

Momentum 0.937

Weight 
decay

0.001

Table 2 compares different YOLO versions, focusing on 
their performance in human detection tasks using metrics like 
mean Average Precision (mAP) and frames per second (FPS). 
The YOLOv8 model, trained on the PASCAL VOC dataset, 
outperforms earlier versions such as YOLOv7, YOLOv3, and 
YOLOv2, achieving the highest mAP of 79 %, which indi-

cates superior accuracy in object detection. Although 
YOLOv8’s FPS of 39.37 is slightly lower than that of 
YOLOv7 and YOLOv2, it still strikes a strong balance 
between precision and speed, making it highly effective 
for real-time applications. 

Table	2

Comparison	of	YOLO	versions	on	mAP		
and	FPS	performance

Model Backbone Dataset mAP(%) FPS

YOLOv8 
(Present work)

CPSnet PASCAL VOC 79 39.37

YOLOv7 [23] Darknet PASCAL VOC 75 55.38

YOLOv5 [24]
New CPS-
Darknet-53

MS COCO 55 38

YOLOv4 [20]
CPS 

Darknet-53
MS COCO 41.2 38

YOLOv3 [25] Darknet-53 INRIA 70.5 47.22

YOLOv2 [26] Darknet-19 PASCAL VOC 71 67

The results highlight YOLOv8’s ability to enhance 
object detection tasks, particularly human detection, 
by offering improved accuracy while maintaining suf-
ficient processing speed for real-time performance. This 

balance makes YOLOv8 a robust choice for scenarios where 
both high precision and timely detection are critical. The 
combination of a high mAP and reasonable FPS underscores 
the advancements YOLOv8 brings to the field, effectively 
bridging the gap between accuracy and efficiency in real-world 
applications. The table shows how YOLOv8, with its CSPnet 
architecture, provides significant improvements over previous 
YOLO versions, solidifying its role in advancing the capabili-
ties of object detection models.

5. 3. Performance evaluation of the proposed 
YOLOv8 Model

Fig. 4 illustrates the relationship between precision, recall, 
and F1 score at different confidence levels for various object 
classes in the PASCAL VOC dataset, as evaluated by the 
YOLOv8 model. The figure shows both the individual perfor-
mance of each object class and an aggregated view across all 
classes. As shown in Fig. 4, a, precision generally improves as 
confidence increases, reaching near-perfect levels at high confi-
dence for most classes. The blue line in the aggregated curve in-
dicates that, on average, the model achieves high precision across 
all classes at these higher confidence thresholds. Fig. 4, b shows 
the F1 score, which combines precision and recall, peaking at 
moderate confidence levels. This peak represents a balance be-
tween precision and recall before the F1 score decreases as con-
fidence rises further. This decline at higher confidence reflects 
the typical trade-off where increasing precision often leads to 
reduced recall. Fig. 4, c illustrates the recall curve, which initial-
ly rises with confidence but eventually levels off and declines as 
confidence continues to increase. This pattern suggests a trade-
off, with higher confidence improving precision but lowering 
the model’s ability to detect all relevant objects (recall). Overall, 
these results highlight how the YOLOv8 model’s performance 
varies with different confidence levels across object classes. The 
model shows strong precision at higher confidence thresholds, 
but this comes at the expense of recall. The F1 score effectively 
captures this balance, providing valuable insights into optimiz-
ing confidence thresholds for specific applications to achieve the 
desired trade-off between precision and recall.
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Fig.	3.	Training	and	deployment	of	YOLOv8	model
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Fig.	4.	Variation	of	the	performance	parameters	with	confidence	for	YOLOv8	model	across	PASCAL	VOC	object	classes:		
a –	precision;	b –	recall;	c –	F1	score
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Fig. 5 shows the Precision-Recall (PR) curves for each 
object class in the PASCAL VOC dataset, as evaluated by 
the YOLOv8 model. The figure highlights the relationship 
between precision and recall for each class, with the (mAP at 
a 0.5 Intersection over Union (IoU) threshold also provided. 
The mAP values vary from 0.473 for the bottle class to 0.883 
for the train class, while the overall performance across all 
classes results in an mAP@0.5 of 0.697. These results indi-
cate significant variation in detection performance depend-
ing on the object class, which can be attributed to challenges 
like object size, shape, and occlusion. While the aggregated 
curve shows that the YOLOv8 model performs well on av-
erage, it also reveals areas for improvement, particularly in 
classes with lower mAP scores. These findings are essential 
for guiding future enhancements to the model, with the goal 
of improving detection accuracy and robustness across all 
object classes in varied environments.

The confusion matrix offers a clear picture of where 
the YOLOv8 model excels and where it faces challenges in 
object detection. Fig. 6 showcases this matrix, giving a de-
tailed breakdown of how well the model classifies different 
object classes. The model shows strong accuracy for several 
classes, such as aeroplane (0.77), bus (0.76), cat (0.82), and 
train (0.86), where most predictions align correctly along 
the diagonal. These high accuracy rates indicate that the 
model is quite effective at identifying these specific ob-
jects. However, the model struggles more with classes like 
chair (0.47) and bottle (0.51), where correct predictions are 
lower, and there is more confusion with other classes. Addi-
tionally, the model occasionally misclassifies the background 
(which represents the absence of any target object) as certain 
objects like aeroplanes, bicycles, and bottles, suggesting that 
further refinement is needed to reduce these errors. Overall, 
while the YOLOv8 model performs well in recognizing most 
classes, the areas of misclassification underscore the impor-
tance of continued optimization to improve accuracy, espe-
cially for those classes that are more difficult to classify cor-
rectly and those that are often confused with the background.

Fig. 7 illustrates the training and validation loss curves 
for the YOLOv8 model across four different training dura-
tions: 10, 15, 25, and 30 epochs. In Fig. 7, a, the training loss 
curves show an initial rise followed by a decline, reflecting 
the model’s learning process as it gradually reduces errors 
while processing more data. Notably, the model trained for 
25 epochs shows a steady and stable decrease in training 
loss, indicating effective learning and optimization during 
this period. Similarly, Fig. 7, b displays the validation loss, 
which follows a comparable pattern with an initial increase 
and subsequent decrease. The validation loss for the model 
trained over 25 epochs also steadily declines, suggesting 
that the model is generalizing well to unseen data. These 
findings highlight the importance of choosing the right 
number of training epochs. While more training can improve 
performance, as demonstrated by the 25-epoch model, train-
ing for too long (such as 30 epochs) can lead to overfitting. 
This is where the model becomes too tailored to the training 
data, leading to a decrease in its ability to perform well on 
new data, as seen in the increase in both training and vali-
dation loss.

Fig. 8 illustrates how precision-recall curves and 
learning rates are influenced by different numbers of 
training epochs. In Fig. 8, a, the precision-recall graph 
shows how the model balances precision and recall, with 
variations observed as the number of epochs changes. This 
indicates that the model’s ability to maintain a balance 
between precision and recall is impacted by how long it is 
trained. Fig. 8, b presents the relationship between learn-
ing rate and loss, demonstrating how different learning 
rates affect the model’s performance over the training  
periods.

Results showed that learning rates tend to decrease as 
the number of epochs increases, which shows how the model 
adjusts its learning speed to more effectively minimize the 
loss function. This behavior suggests that the model’s ability 
to converge and generalize well is closely tied to the choice 
of learning rate and the duration of training. 

 

 
  Fig.	5.	Precision-recall	curve	for	YOLOv8	model	across	distinct	classes
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5. 4. Real time human detection system using Jetson 
Nano NVIDIA system

The Jetson Nano NVIDIA system is an affordable yet 
powerful embedded computer, capable of running advanced 
neural networks. It fully supports popular DL and ML 
frameworks like PyTorch, Caffe, Keras, and TensorFlow. 
Equipped with TensorRT accelerator libraries as part of 
the Jetpack packages, the Jetson Nano is ideal for real-time 
applications across various scenarios, and it can process mul-
tiple high-definition video streams at once. 

The device is powered by a QUAD-core ARM A57 CPU 
running at 1.43 GHz and features a 128-core Maxwell GPU. 
It also includes 4 GB of 64-bit LPDDR4 memory with a 
bandwidth of 25.6 GB/s. For connectivity, it offers a USB 2.0 
Micro-B port and 4×USB 3.0 ports. In our experiments, let’s 
connect a standard 0.3-megapixel camera module to the Jetson 
Nano’s camera serial interface (CSI). Let’s deploy a trained 
YOLOv8 model and a human detection algorithm, enabling 
the Jetson Nano to function as a standalone application. The de-
vice’s power consumption measurements are detailed in Table 3.

 

 
  Fig.	6.	Confusion	matrix	obtained	for	the	YOLOv8	model

 

 

a                                                                                                           b 

Fig.	7.	Loss	curve	for	YOLOv8	across	different	epochs:	a –	training;	b –	validation	loss	curves
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Table	3

Power	consumption	measurement	of	Jetson	Nano		
in	different	scenarios

System specifications
Algorithm 

position
Power  

measurement (W)

Standalone Jetson Nano with 
Web camera

Off 1.22

Working 4.38

Jetson Nano with monitor,  
keyboard, mouse

Off 2.24

Working 5.40

The algorithm’s performance is influenced by both internal 
and external factors, including whether the camera is fixed or 
mobile. The method analyzes specific frames from the webcam’s 
video feed, and ideally, the camera’s placement should not sig-
nificantly impact its effectiveness in detecting human presence. 
However, detecting stationary individuals can be challenging, 
and varying densities of people in different frames may lead to 
inconsistencies in detection. Non-human objects can also ob-
scure human subjects, causing false positives and reducing ac-
curacy. The algorithm’s response time is affected by the specific 
algorithm used and the computational setup. Detection rate 
and accuracy are key performance metrics, as shown in Table 4 
and are evaluated using following formula:

True�Positives
Detection�Rate ,

True�Positives False�Positives
=

+
 (1)

Table	4

Impact	of	camera	position	on	detection	rate	and	accuracy	in	
human	detection	algorithm

Camera position Detection rate Accuracy

Fixed frame 0.97 0.79

Moving frame 0.95 0.68

The experimental setup consists of the Jetson Nano 
developer kit, an Intex IT-CAM 09 Webcam (0.3MP), and 
an LCD monitor and is displayed in Fig. 9. The webcam 

captures real-time video of the laboratory environment at 
a resolution of 640x480, which is sufficient for recording 
nearby objects. The video feed is processed by the high-per-
formance NVIDIA Jetson Nano, which operates at the edge, 
allowing for immediate inference and decision-making. This 
setup enables real-time monitoring, with the processed data 
being used directly for automated decisions. 

The Jetson Nano is a powerful development kit designed 
to run multiple neural network algorithms simultaneously, 
making it ideal for a range of applications. It boasts supe-
rior processing capabilities compared to the Raspberry Pi, 
thanks to its more powerful GPU. While the Jetson Nano 
is more compact and slightly slower than the Jetson TX2, it 
consumes less power (5–10 W) and is more cost-effective. 
It efficiently runs the trained YOLOv8 algorithm, which is 
used to detect and classify objects in the video feed as either 
human or non-human. The object detection process involves 
two stages: feature extraction and feature classification, with 
YOLOv8 handling both tasks effectively.

This proposal introduces a real-time object detection 
system using the YOLOv8 algorithm integrated with the 
NVIDIA Jetson Nano platform. The YOLOv8 algorithm 
is well-known for its speed and accuracy in object detec-
tion and is employed here to identify and classify objects 
in video feeds, with a particular focus on detecting hu-
man figures. The results from this experimental setup are 
shown in the accompanying images.

Fig. 10 illustrates the system’s abil-
ity to detect humans in both outdoor 
and indoor environments. In Fig. 10, a, 
the system successfully identifies a 
person walking outdoors with a confi-

dence score of 0.86, demonstrating its effectiveness even in 
outdoor settings where lighting and background complexity 
can vary widely. Fig. 10, b shows the detection of a person 
in a gym, where the algorithm assigns a confidence score of 
0.87 to the human figure. This result highlights the system’s 
robustness in indoor environments, where factors like light-
ing and object proximity differ from that outdoors. Another 
complex scenario is depicted in Fig. 10, c, and Fig. 10, d, this 
time in the foggy and rainy environments, where the system 
detects a person with a confidence score of 0.83 and 0.86, 
respectively. This further emphasizes the algorithm’s adapt-
ability to poor lightning and complex backgrounds and its 

 

  

a                                                                                                  b

Fig.	8.	Curves	for	YOLOv8	across	different	epochs:	a –	Precision-recall;	b –	Learning	rate

True�Positives �True�Negatives
Accuracy .

True�Positives True�Negatives False�Positives �False�Negatives
+=

+ + +
(2)
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ability to maintain high detection accuracy across different 
contexts. These experimental results demonstrate the effec-
tiveness of the YOLOv8 algorithm when deployed on a Jetson 
Nano for real-time object detection. The system’s ability to op-
erate reliably in diverse environments and consistently detect 
human figures with high confidence underscores its potential 
for applications in surveillance, security, and other areas where 
real-time monitoring is essential. The integration of feature 
extraction and classification within the YOLOv8 pipeline en-
sures not only that objects are detected but that this detection 
is carried out with a high degree of accuracy and reliability.

Fig. 11 showcases the results of real-time human detec-
tion using the YOLOv8 algorithm on an NVIDIA Jetson 
Nano platform. In Fig. 11, a, the results are displayed for 
a scenario where the camera is stationary. In this setup, 
the algorithm successfully identifies two individuals with 
confidence scores of 0.65 and 0.79. It also detects a dining 

table with a confidence score of 0.67 and a bottle with a 
confidence score of 0.73. The fixed frame provides a stable 
environment, allowing the algorithm to maintain consis-
tent accuracy as the objects remain clearly visible and un-
obstructed. In Fig. 11, b, the results from a moving frame 
scenario are shown, where either the camera or the scene is 
in motion. Despite the added challenges of movement, the 
algorithm continues to detect multiple objects, including 
chairs, a potted plant, and two individuals. The chairs are 
detected with confidence levels ranging from 0.34 to 0.84, 
reflecting variations in visibility and orientation due to mo-
tion. The potted plant is identified with a high confidence 
score of 0.80, while the human figures are detected with 
confidence scores around 0.68. This moving frame scenario 
tests the algorithm’s robustness in dynamic environments, 
where objects might enter or exit the frame or appear at 
different angles.

 

 
  

Intex IT-CAM 
09 Webcam 

Real Time 
Video Feed 

NVIDIA 
Jetson Nano 

YOLOv8 
Algorithm 

Real Time 
Monitoring on 
LCD Monitor 

Feature 
Extraction and 
Classification 

Fig.	9.	Flowchart	representing	the	experimental	setup 

 
a b

c a

Fig.	10.	Human	detection:	a –	outdoor	environment;	b –	indoor	environment;	c –	foggy	environment;	d –	rainy	environment
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These results demonstrate the YOLOv8 algorithm’s ef-
fectiveness in performing real-time human detection and ob-
ject classification in both static and dynamic scenarios. The 
system’s ability to maintain consistent accuracy, even when 
faced with the challenges of a moving frame, is particularly 
important for applications like surveillance, where environ-
ments are often in flux and real-time detection is critical. 
The algorithm’s strong performance in both fixed and mov-
ing frames highlights its potential for reliable and efficient 
object detection across a variety of real-world settings.

6. Discussion of real-time human detection using the 
proposed YOLOv8 model in CCTV cameras

The results obtained in this study can be explained by 
the combination of advanced DL algorithms and optimized 
hardware implementations. The YOLOv8 model’s integra-
tion with an energy-efficient NVIDIA Jetson Nano plat-
form demonstrates a highly effective system for real-time 
human detection in surveillance applications. The system’s 
advanced architecture, enables continuous processing of 
video streams, achieving accurate detection of human fig-
ures in various poses and lighting conditions (Fig. 2). This 
highlights its adaptability, overcoming challenges like poor 
lighting and cluttered backgrounds, addressing key limita-
tions of traditional surveillance systems. Furthermore, the 
streamlined workflow emphasizes the systematic approach, 
from data preparation to deployment, ensuring optimal per-
formance under diverse surveillance scenarios (Fig. 3). The 
combination of advanced model architecture and efficient 
hardware integration underscores the system’s potential for 
transforming real-time monitoring applications.

The model’s performance is improved significantly with 
hyperparameter tuning (Table 1), where adjusting the num-
ber of epochs yields lower training and validation losses, 
with an optimal configuration observed at 25 epochs. This 
tuning enhances the model’s overall accuracy to 87 %, con-
firming that targeted adjustments to hyperparameters can 
significantly improve performance while avoiding overfitting. 
These improvements are attributed to the efficient design of 
the YOLOv8 architecture, which processes images in a single 
pass, resulting in faster detection with fewer computational 
resources. Additionally, the use of the PASCAL VOC 2012 

dataset allowed for robust training in diverse conditions, 
enhancing the model’s adaptability to various surveillance 
environments. When comparing the results of this study 
with existing methods (Table 2), it is clear that the proposed 
system offers several improvements. The YOLOv8 model 
implemented in this study, with a mAP of 79 %, outperforms 
earlier versions like YOLOv3, which achieved 70.5 % mAP 
with slightly faster frame rates (47.22 FPS). This demon-
strates a better balance between precision and speed, as the 
current study maintains high accuracy while operating at a 
competitive FPS (39.37 FPS).

Furthermore, the performance of the model is evaluated 
by varying the performance metrics such as precision, recall, 
and F1 score across different confidence levels (Fig. 4). At 
higher confidence levels, the precision increases sharp-
ly, which is critical for high-stakes surveillance settings 
where false positives need to be minimized. However, the 
recall curve shows a slight decline as confidence increases, 
reflecting the typical trade-off where improved precision 
comes at the expense of detecting all relevant instances. 
The Precision-recall curves further delineate the YOLOv8 
model’s strengths and limitations across specific object 
classes (Fig. 5). Higher mAP values for classes like “train” 
and lower for “bottle” indicate that object size, shape, and 
distinctiveness in visual data impact detection performance. 
The confusion matrix highlights instances of misclassifi-
cation, particularly with objects that share visual similar-
ities or occur frequently as background elements (Fig. 6). 
These misclassifications suggest areas for refinement to in-
crease detection reliability. The training and validation loss 
curves (Fig. 7) demonstrate that 25 epochs yield optimal 
results, with both losses stabilizing, ensuring effective learn-
ing and robustness in the model. The different loss trends 
observed across various training configurations underscore 
the importance of selecting the right training parameters, 
such as the number of epochs and learning rates, to achieve 
a good balance between precision and recall while ensuring 
the model converges effectively (Fig. 8).

Moreover, the energy-efficient implementation on the 
Jetson Nano platform (Table 3) makes this system ideal for 
continuous surveillance applications, where power consump-
tion is a critical factor. The YOLOv8 system demonstrates 
its robustness in detecting human figures across varied 
settings, achieving high confidence scores of 0.86 in outdoor 

 

 
a b

Fig.	11.	Real	time	human	detection:	a –	fixed	frame;	b –	moving	frame
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environments and 0.87 indoors (Fig. 10). This highlights the 
model’s adaptability, accurately identifying human presence 
despite differences in lighting and background complexity. 
To further supports these results, the system’s performance 
in both fixed and moving frames has been investigat-
ed (Fig. 11). In the stationary setup, human figures and 
surrounding objects are identified with consistent accuracy, 
achieving confidence scores up to 0.79. Even in dynamic 
frames, where movement poses additional challenges, the 
model reliably detects multiple objects, maintaining stable 
detection scores. The obtained inferences suggests that 
YOLOv8’s capability to deliver real-time, high-accuracy 
human detection in complex environments, validating its 
potential as a dependable solution for modern CCTV sur-
veillance needs. Overall, this discussion underscores that the 
YOLOv8 model, with appropriate tuning and the NVIDIA 
Jetson Nano platform, effectively addresses challenges in 
real-time human detection, offering a reliable, efficient solu-
tion adaptable to dynamic environments, yet suggesting fur-
ther optimizations for higher resilience in complex scenarios.

7. Conclusions

1. The implementation of the YOLOv8 model into the 
proposed system has significantly enhanced its ability to 
deliver high-accuracy, real-time human detection in vari-
ous environmental conditions. By employing its advanced 
CSPNet architecture and training on the diverse PASCAL 
VOC dataset, the system achieved consistent detection 
accuracy and responsiveness. This implementation ensures 
effective performance, addressing the key challenges of 
traditional surveillance systems, such as adaptability to 
poor lighting and complex backgrounds, while maintaining 
energy efficiency.

2. The optimization of hyperparameters significantly en-
hanced the system’s performance. After tuning the YOLOv8 
model through multiple epochs, the system achieved train-
ing loss of 13.78 and validation loss of 12.94 after 25 epochs, 
alongside test accuracy of 87 %. These results indicate a 
well-calibrated model capable of effectively learning from 
data while minimizing errors. The steady reduction in losses 
over time highlights the impact of a carefully structured 
training process, allowing the system to perform reliably in 
varied scenarios. This refinement distinguishes the system 
from less optimized models, offering a better balance be-
tween detection accuracy and efficiency.

3. The integration of the YOLOv8 model into the system 
provided the necessary real-time human detection capabili-
ties. The system demonstrated a mAP of 79 % and operated 

at 39.37 FPS, showcasing its effectiveness in terms of speed 
and accuracy. These results reflect the system’s ability to 
quickly and reliably identify human figures in both indoor 
and outdoor environments, surpassing traditional methods 
that lacked such real-time capabilities. The high precision is 
explained by YOLOv8’s CSPNet architecture, which opti-
mizes detection without sacrificing speed.

4. Testing under non-ideal conditions, such as varying 
lighting, background complexity, and motion, demonstrated 
the robustness of the system. The system maintained high 
detection accuracy, with confidence scores ranging from 0.65 
to 0.87 across different settings. These results emphasize the 
adaptability of the system in real-world environments, where 
conditions are rarely optimal. The success in these challeng-
ing conditions can be attributed to the YOLOv8 model’s 
advanced object detection algorithms, which handle noise, 
low-resolution inputs, and environmental variability more 
effectively than traditional CCTV systems.

In conclusion, the developed smart CCTV system not 
only met but exceeded the initial objectives by delivering 
a highly accurate, real-time human detection solution. Its 
energy-efficient design and adaptability in non-ideal condi-
tions offer a significant advancement over existing surveil-
lance technologies, making it a robust and scalable solution 
for modern security needs.
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