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The object of this study is a large class of mathema-
tical programming problems under conditions of uncer-
tainty of initial data. The formulated object generates 
a subclass of problems of rational distribution of a limi-
ted resource under conditions of initial data described 
in terms of fuzzy mathematics. The conventional, stan-
dardly used method for solving such problems is based 
on optimization on average. To obtain such a solution, 
it is sufficient to replace all fuzzy initial data with their 
modal values in the analytical description of the mathe-
matical model of the corresponding problem. To solve 
the resulting deterministic problem, one can use known 
methods of mathematical programming. However, the 
results of such a solution can be used in practice if the 
carriers of fuzzy parameters are specified compactly, 
that is, the intervals of possible values of fuzzy parame-
ters of the problem are small. Otherwise, the implemen-
tation of this solution may lead to unpredictably large 
losses. Other alternative approaches are based on the 
use of insufficiently informative estimates of the best or 
worst possible values of fuzzy parameters of the problem. 
These circumstances make the statement of the problem 
and the objective of the study relevant: devising a me- 
thod for solving the problem of rational distribution of  
a limited resource under conditions of fuzzy initial data. 
To solve the stated problem of rational distribution of  
a limited resource, a productive idea of constructing  
the proposed general optimization method under con-
ditions of uncertainty of the initial data has been con-
structively implemented. In this case, the initial problem 
is reduced to a clear problem of optimizing a complex 
criterion constructed on the basis of the objective func-
tion of the initial problem and a set of membership func-
tions of its fuzzy parameters. An example of solving the 
problem has been considered, leading to a solution that 
is better than that obtained on the basis of the modal 
values of the fuzzy parameters of the problem
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1. Introduction

A typical problem of rational resource allocation in  
a standard statement is formulated as follows from [1, 2].  
A limited resource equal to b is distributed among n con-
sumers. The problem requires finding a plan x = (x1, x2,…, xn), 
which specifies the resource allocation that maximizes the 
total expected income, additively determined by a set of pro-
duction functions jj(xj), j = 1,2,...,4. The mathematical model 
of the problem takes the form: find a vector that delivers the 
maximum of the objective function:

L x xj
j

n

j( ) = ( )
=

∑j
1

, (1)

and satisfying the limitation:

x bj
j

n

=
=

∑
1
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To solve the problem, the method of undetermined Lagrange 
multipliers is used. In this case, the Lagrange function is formed:
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The resulting equations are independently solved with 
respect to xj. To find the unknown uncertain multiplier λ, 
relation (2) is used.
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The simple example below allows us to correctly state the 
problem that arises when solving optimization problems using 
known standard methods under conditions of fuzzy initial data.

Let j αj j j jx x( ) = 1 2, j = 1,2,…, n. In this case:
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Substituting the obtained ratio in (3), we finally have:
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Let us consider another simple example of solving the 
resource allocation problem.

Let an enterprise manufacture two types of products.  
To this end, we introduce: aj – costs of manufacturing 
a unit of product of the j-th type, j = 1.2; b – total resource 
allocated for manufacturing the product; cj – average income 
received from selling a unit of product of the j-th type, j = 1.2; 
xj – number of units of product of the j-th type planned for 
manufacturing, j = 1.2.

Then L(x1, x2) = c1x1+c2x2 is the total average income 
received from implementing the plan x = (x1, x2).

Now let us find the plan x = (x1, x2), which maximizes the 
total average income from its implementation, satisfying the 
constraint on the total resource:

a x a x b1 1 2 2+ = .

This problem is easily solved as follows. 
Enter Vj = aj ⋅xj, j = 1,2. In this case:
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Now, the original problem is: find a plan V = (V1,V2) that 
maximizes (4) and satisfies (5). The solution to this prob-
lem is obvious: the optimal plan has one non-zero compo-
nent V bj

* ,=  where:
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The result can be a solution to this problem for a specific 
set of source data. 

Let:

a1 2 5= . , a2 2 4= . , b = 100, c1 10 1 1= ; ; , c2 9 5 1 4= . ; . .

Then:
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It is clear that similarly to what has been described, pessi-
mistic and optimistic solutions to the problem can be obtained. 

The problem is radically complicated if the initial data are 
not precise but are specified, for example, in terms of fuzzy 
mathematics [3, 4] by their modal values and definition in-
terval. It is clear that the conventional procedure described 
above can be used in this case to calculate the average, as 
well as the pessimistic and optimistic values of the objective 
function. Of course, the results obtained in this case could be 
used in practical tasks only if the fuzzy numbers are specified 
on compact intervals. If this is not the case, then the resulting 
solution may turn out to be unpredictably erroneous. Thus, 
the known methods for solving optimization problems that 
use incomplete, local information about the uncertainty of the 
initial data are unreliable. This circumstance, firstly, signifi-
cantly motivates the conduct of research in the field of solving 
optimization problems under uncertainty, and, secondly, poses 
the urgent task of devising a method for solving mathematical 
programming problems under fuzzy initial data. The solution 
to this problem significantly complements the toolset of wide-
ly used methods for solving optimization problems.

2. Literature review and problem statement 

A possible approach to obtaining solutions of practical 
interest to this problem is to reduce the original fuzzy prob-
lem to a clear one [5]. In this case, all fuzzy parameters of 
the problem are successively assigned the minimum possible, 
then the maximum possible, and finally the modal values. 
The resulting values of the objective function determine 
only the pessimistic, optimistic, or average solutions, respec-
tively. These solutions can be reasonably used in practice  
if the expected value is significantly greater than the length 
of the uncertainty interval of the fuzzy parameters of the 
problem. Otherwise, the resulting solution may be arbitrari-
ly far from optimal.
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In [6], the same idea is implemented for the case when 
the parameters of the problem are fuzzy numbers of the  
(L–R)-type. They are specified by sets αj = 〈mj, αj, βj〉, where 
mj are the modal values of these fuzzy numbers, and the va-
lues αj and βj, respectively, specify the left and right fuzziness 
coefficients. The accuracy of the solution obtained in this 
case is unpredictable. 

In work [7], the same technique is used to find a solution 
to the problem that is optimal on average. It is clear that 
the solutions obtained by implementing this approach can 
be used in practice only if the numerical values of the para-
meters αj and βj are small compared to mj. The same unpro-
mising idea is implemented by the procedure for solving the 
problem in the case where the fuzzy parameters are specified 
in intervals [8]. Here it is also necessary that the length of 
the interval for determining these fuzzy numbers be less than 
their modal value.

In numerous studies, a local method is built for solving  
a specific fuzzy problem specifically for this task. For exam-
ple, in [9], the uncertainty is described in terms of probabi-
lity theory. In [10], the same approach is implemented using 
a normal distribution. In [11], a solution is obtained for  
a specific linear objective function, and in [12], for the case 
of a quadratic constraint. However, these particular results 
do not resolve the problem of finding a general method for 
solving optimization problems under conditions of fuzzy 
initial data. 

In real practice, solving a large number of problems 
of state optimization and system control requires solving 
exactly such problems. Known methods for solving these 
problems use only point information regarding the nature, 
type, and depth level of uncertainty. They do not take into 
account the information contained in the analytical descrip-
tions of the membership functions of fuzzy parameters of 
the problem, which leads to a significant loss of accuracy. In 
this regard, research into the development of the designated 
method is advisable.

3. The aim and objectives of the study

The aim of our study is to devise a general method for 
solving distribution problems of mathematical programming 
under conditions when the parameters of the objective 
function of the problem are not clearly defined. Such an ad-
vancement significantly expands the toolset of actively used 
computational schemes in mathematical programming.

To achieve the goal, the following two tasks were set:
– to work out principles underlying the method for solv-

ing optimization problems under uncertainty;
– to devise a computational procedure for the numerical 

solution of distribution problems in mathematical program-
ming under conditions of fuzzy initial data.

4. The study materials and methods

Application of fundamental principles from general sys-
tems theory to devise a universal optimization method under 
conditions of fuzzy initial data.

The object of our study is distribution optimization prob-
lems in which the parameters of the objective functions are 
specified fuzzy. The task is set to devise a general method for 
solving a conditional optimization problem for a case where 

the hypothesis is accepted that the parameters of the objec-
tive function are specified fuzzy. This stated problem is of  
a systemic nature since we are talking about devising a spe-
cial method for obtaining a general method for solving a class 
of optimization problems that is important for practice.

The systemic nature of the problem necessitates the use 
of a set of fundamental principles of general systems theory 
for its solution, formulated by Bertalanffy [13] and forming 
the following list:

– purpose;
– structure;
– organization;
– properties (requirements).

5. Results of the study on devising a universal method  
for solving optimization problems under uncertainty

5. 1. Development of system principles for construct
ing the method and organizing the computational process

In accordance with the above list of fundamental princi-
ples for solving system problems, the design characteristics of 
the method and the computational procedure for its imple-
mentation were determined taking into account the specific 
features of the problem under consideration. The devised 
universal method for solving fuzzy problems of mathematical 
programming meets the requirements listed below.

Structure – a two-module computing system implement-
ing an iterative procedure, at each step of which the next 
solution is formed, adjusted if necessary.

Organization – an iterative step-by-step procedure for 
obtaining a solution is implemented. The first module – as 
a result of solving the stated optimization problem, the next 
solution is determined. The second module – checking the 
optimality of the solution and adjusting the plan in the case 
of its non-optimality.

Properties (requirements):
– independence from the dimensionally of the optimiza-

tion problem being solved;
– independence of the procedure implementation tech-

nology on the nature and type of the objective function and 
limitations of the original optimization problem;

– independence on the type and technique of describing 
the fuzzy parameters of the system, defined by its member-
ship functions.

5. 2. Devising a computational procedure for a numeri
cal solution implementing the proposed method

The essence and features of the implementation of the 
proposed method are presented using the example of solving 
a specific problem.

Let the income from the sale of manufactured products 
in a real problem of rational resource allocation be defined in 
terms of fuzzy mathematics by (L–R)-type functions.

C1 and С2 are specified – fuzzy numbers of (L–R)-type 
with a Gaussian membership function. C1 = 〈m1, α1, β1〉, 
C2 = 〈m2, α2, β2〉, and:
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A simple approximate solution to any fuzzy problem can 
be obtained if the values of the fuzzy parameters of this prob-
lem are set equal to their modal values, that is, in this case, as-
sume C1 = m1, C2 = m2. In this case, relations (6) determine the 
desired solution. This solution can be implemented in prac-
tice if the value of the fuzziness coefficients (α1, β1; α2, β2)  
of the fuzzy numbers C1 and С2 are much less than the cor-
responding modal values (m1, m2). Otherwise, this solution 
may turn out to be unpredictably far from optimal, which is 
fraught with possible large losses. In this regard, the problem 
of finding an adequate optimization method that takes into 
account all the information regarding the uncertainty of the 
initial data remains relevant. 

The above requirements are satisfied by the computa-
tional procedure implemented as follows. A two-step com-
putational scheme for solving the problem is proposed.  
In the first step, the initial problem is solved using a suitable 
mathematical programming method under the assumption 
that the fuzzy parameters are fixed and set equal, for example, 
to their modal values. The result of this step is the obtained 
analytical relationships for calculating the sought variables 
of the problem. In the second step, an iterative procedure for 
optimizing the values of the fuzzy parameters is performed. 
To implement this, a technique from [4] can be used in com-
bination with any zero-order optimization method.

Let L(X, C) be the objective function of the problem, de-
pending on the components of the vector X = (X1, X2,…, Xn) 
and the set of parameters C = (C1, C2,…, Cn), the analytical 
description of which is performed in terms of fuzzy mathema-
tics by membership functions of the (L–λ)-type, having the  
form (µ1(С1), µ2(С2),..., µn(Сn)). Then the solution to the 
original problem of maximizing the objective function L(X, C) 
on the set of variables X satisfying the constraints G(X) = 0, 
and the set C = (C1, C2,…, Cn) is obtained by optimizing the 
criterial function:

F X A L X A Ci i
i

n

, , ,( ) = ( )⋅ ( )
=

∏µ
1

 (9)

under the same constraints. It is important that to implement 
this method it is sufficient to have the ability to calculate the 
numerical value of function (9) on any sets of variables X, C. 
This means that any zero-order optimization method, for 
example, the Nelder-Mead method, can be used to solve the 
problem. A similar idea for solving this problem without de-
tailing was stated in [14].

A special property of the specific problem (1), (2) under 
consideration arises due to the separability and linearity 
of the objective function (1), as well as the linearity of the 
only constraint (2). In this case, the sought-after vector 
of the solution to the problem contains only one non-zero 
component. Taking this feature into account, the proposed 
general method can be simplified. The solution to the prob-
lem is obtained by sequential optimization for each of the 
variables, comparing the results, and choosing the best of 
them. In this case, in accordance with (6), the number of 
units of the product of the selected type for production and 

sale is determined by the ratio X
b
ai

i

i

= , and the corresponding 

income is calculated from the formula L C
b
ai

i

i

= . Then, taking 

into account (9), the i-th component of the criterial function 
takes the form:
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Here, for obvious reasons, the right branch of the mem-
bership function of the fuzzy parameter Ci is chosen to de-
scribe the expected income.

As a result of differentiating (10) with respect to C and 
equating the corresponding expression to zero, the equation 
is obtained:
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The positive root of this equation is:

C
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+ +2 24

2
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At the same time, for the set of initial data selected above:
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The expected values of income from the sale of products 
of the first or second type, respectively, are equal to:

L X C
b
a1 1

1

10 2 40 408( ) = = ⋅ = . ,

L X C
b
a2 2

2

10 96 40 449( ) = = ⋅ = . .

The obtained value of the expected income is signifi-
cantly higher than that obtained earlier during optimization  
on average. 

Another possibility of using the real uncertainty of the 
initial data in this problem is as follows. The probability is 
calculated that the expected income from the sale of products 
of the second type will exceed the average possible income 
from the sale of products of the first type. In order to impart 
a probability-theoretical nature to the fuzzy numbers C2, the 
membership function µ2(C2) is transformed into a distribu-
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tion density [14]. To this end, the area under the right branch 
of the curve describing the membership function of the fuzzy 
number C2 is determined:

S
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Next, the following function is introduced:
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The obtained function (12) has the canonical properties 
of the distribution densities of random variables [10]. It is 
non-negative and its integral on the interval [9.5; ∞] is equal 
to one. Now the boundaries of the interval of C2 values can be 
found for which the expected income from the sale of products 
of the second type exceeds the average income from the sale of 
products of the first type. To this end, the equation is solved:
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This equation has two roots: C2
1 10 1( ) = . ; C2

2 14 3( ) = . . Now 
the probability that a random value C2 with distribution 
density (12) will be in the interval [10.1;14.3] is determined:

P C

C m

10 1 14 3

2

2 2

2

210 1

14 3
2 2

2

2
2

. .

exp
.

.

≤ ≤( ) =

= −
−( ) 











∫ πβ β

αcc

e

C m
t

C m
t

t

2

2

2

10 1 2 5
4

14 3 9 5
4

2 2

2

2 2

2

2

2

2

1

2

=

= =

=

−
=

−
=

−

−

−

∫

β

β
π πβ

j

. .

. .

11 2 0 15 0 77 0 12 0 65. . . . . .( ) − ( ) = − =j

Thus, with a probability of 0.65, the random С2 value will 
be within the interval for which the value of income from the 
sale of products of the second type will exceed the average 
income received from the sale of products of the first type.

6. Discussion of results related to devising a universal 
method for solving optimization problems under uncertainty

The fundamental feature and important advantage of 
our result is explained by the constructive way of forming 
the objective function of problem (9), which provides the 
ability to take into account all available information regard-
ing the uncertainty of the initial data. This feature radically 
distinguishes the proposed method from the known ones, 
which use an insufficiently informative (two or three-point) 

description of the membership functions of fuzzy parameters 
of the problem.

The multiplicative nature of the structure of the compu-
tational scheme for implementing the method provides the 
ability to implement it using a two-step iterative procedure. 
This feature of the technology for implementing the method 
provides a simple way to obtain the desired result.The pro-
posed method could be used to solve any problem in mathe-
matical programming and for any form of describing the 
uncertainty of the initial data. This, in fact, resolves the task 
of solving optimization problems under uncertainty of the 
initial data. It is clear that the method cannot be used if the 
original problem has no solution even in a clear statement.

The area of further research is to extend the method to 
the case where the uncertainty of the initial data is hierarchi-
cal, that is, the parameters of the membership functions of the 
fuzzy initial data are themselves not clearly defined.

7. Conclusions 

1. System principles for the construction of a method 
and the computational procedure implementing it have been 
devised. These principles (goal, structure, organization, pro-
perties) clearly define and designate the direction and nature 
of our study. 

2. A computational scheme for the method has been deve-
loped and implemented, ensuring its independence on the type 
and nature of the objective function and membership functions 
of the fuzzy parameters of the problem. It has been shown that 
correct consideration of the uncertainty of the initial data can 
radically improve the solution obtained by known methods.
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