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The object of this study is a mathematical model of a synchro-
nous electric motor, obtained on the basis of experimental data, 
which takes into account the temperature mode and uses artificial 
features to increase the accuracy of its operation. A characteristic 
feature of this work is that the model takes into account the tem-
perature mode as a component of the technical-operational state 
of the object. The resulting mathematical model could make it pos-
sible to synthesize an optimal automatic control system in terms of 
the operational state of the object.

The problem addressed was to increase the accuracy of the 
identified mathematical models by applying the approach of fea-
ture engineering.

The results showed that the identification of mathematical 
models by the initial data leads to a low level of accuracy of the 
obtained models, namely 65–70 % for the first output channel, 
80–85 % for the second, and 75–80 % for the third, fourth, and 
fifth output channels.

Accordingly, building models with a higher threshold of accu-
racy requires the use of other, more significant data for identifi-
cation. This paper reports a method for reformatting the original 
data into artificial features and provides results of their effective-
ness in relation to the original channels.

The resulting artificial features and the original features were 
used for further identification; the resulting mathematical model 
has on average higher accuracy thresholds, namely 82 %, 93 %, 
88 %, 85 % for the corresponding output channels. The results 
prove the effectiveness of applying the principle of feature engi-
neering since the accuracy of the resulting model is 5–10 % higher 
compared to the baseline.

The scope of practical application of the results includes the 
synthesis of automatic control systems based on mathematical 
models of control objects obtained as a result of identification
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1. Introduction

The operation of an electric motor is determined by the 
electricity required for its functioning, so the task of finding 
effective control over the electric motor to achieve its optimal 
performance is obvious. However, when designing an optimal 
electric motor control system, it is necessary to take into 
account its current technical and operational condition. Due 
to the peculiarity of the structure of the electric motor, one 
of these characteristics is the temperature of the rotor, which 
cannot be directly measured during its operation with the help 
of thermal sensors.

To solve this problem, first of all, it is necessary to build  
a mathematical model of electric motor operation taking into 
account its technical and operational condition, which can be 
carried out by identifying the mathematical model with the 
current temperature of the rotor based on the experimental data 
from laboratory studies. However, the resulting mathematical 
model according to technical and operational indicators should 
meet the specified accuracy, which would allow it to be used in 
the development of optimal automated control systems.

Conducting scientific research in the field of identification 
of the technical and operational condition of electric motors is of 
practical importance, as such research allows for the development 
of more accurate models that improve the operation of automated 
control systems. Such research contributes to increasing the ener
gy efficiency, reliability, and durability of electric motors, which 
has a significant impact on the economy and safety of industrial 
processes. Therefore, studies aimed at the identification of the 
technical and operational condition of electric motors are relevant.

2. Literature review and problem statement

Some works are aimed at the correct understanding of data 
reflecting the operating states of engines and can be used for 
early identification of potential failures [1]. But it is not always 
possible to measure these data in real time, due to the complex 
structure of the object. An option to overcome the difficul-
ties may involve the construction of a model for calculating 
non-measurable data from measurable data – forecasting based 
on mathematical models.
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Paper [2] describes methods for identifying mathematical 
models of asynchronous electric motors, presents an overview 
and analysis of the main methods for determining the parame
ters of an asynchronous machine. It is important to add that 
despite the review of the existing methods for identifying the 
parameters of asynchronous machines, the main unsolved 
problem in the work is insufficient accuracy of the models 
under difficult operating conditions, which requires further 
research and optimization of algorithms capable of taking into 
account the variable modes of operation of the engine.

The authors of work [3] reported a separate identification 
of electrical and mechanical parameters. A new algorithm 
for identifying the electrical parameters of an asynchronous 
motor is proposed, obtained on the basis of the analysis of the 
mathematical model of the machine at a constant rotation 
frequency. But the issue related to determining the technical 
and operational condition of the engine during its operation 
remained unresolved.

Artificial intelligence-based fault diagnosis methods have 
become widespread in recent years and have been successful 
in many applications for electric machines and drives [4, 5]. 
Objective difficulties associated with the development of these 
methods are the need to have a sufficiently large dataset for 
training artificial neural networks. Works [4, 5] indicate the 
difficulty of extracting informative features from available data, 
which is a critical problem for the accuracy of models. The in-
sufficient amount of high-quality data limits the effectiveness of 
both neural networks and traditional signal analysis methods.

An option to solve this problem can be the synthesis of 
artificial data; however, this approach could lead to a change 
in the characteristics of the input data, which would both 
positively and negatively affect the work results.

For example, a two-stage learning method involving sparse 
filtering and a neural network was proposed to form an intel-
ligent fault diagnosis method for learning features from raw 
signals [6]. It is important to note that although the two-step 
method described in the paper has demonstrated effectiveness 
in learning features from raw signals, the main problem is the 
difficulty of adapting this method for different operating con-
ditions and the need for a large amount of well-labeled data.

A neural network using the Levenberg-Marquardt algo-
rithm demonstrated a new way of detecting and diagnosing 
faults in asynchronous machines [7], in which the results were 
not influenced by load conditions and types of faults. Although 
the work demonstrated the effectiveness of neural networks 
for fault diagnosis, one of the main problems remains the sen-
sitivity of the models to changes in the input data. Networks 
can show good results only under certain operating conditions.

Although all of these studies have demonstrated the 
benefits of above approaches for determining engine perfor-
mance, most of these approaches are based either on training, 
which requires high-quality training data, or on the analysis 
of existing data. However, simply getting enough data would 
not suffice. Many tasks of determining the technical and ope
rational condition depend on the extraction of features from 
the measured signals.

In the current literature, many feature extraction methods  
are suitable for fault diagnosis tasks, such as statistical analy
sis in the time domain, spectral analysis in the frequency 
domain [8, 9]. They are a powerful tool specifically for fea-
ture extraction, while the problem is the limited number 
of features that can be used. Available studies use feature 
extraction methods such as spectral analysis and time domain 
statistical analysis. However, as indicated in the works, these 

methods have limitations in the number of features that can 
be extracted from signals, especially under conditions of in-
complete or insufficiently informative data. This limitation 
significantly affects the overall accuracy of fault diagnosis 
under real operating conditions.

As a result of the analysis, it was established that most of 
the existing methods for diagnosing faults or determining the 
technical and operational condition of electric motors have 
limitations. These limitations are related to the insufficient 
amount or quality of data, as well as the difficulty of extracting 
relevant features. Therefore, an unsolved scientific problem is 
the insufficient amount of high-quality informative data that 
could be used both in the training of artificial neural networks 
and in the construction of models for the calculation of im-
measurable data. This allows us to state that it is appropriate 
to conduct a study aimed at the development of methods  
for artificial feature engineering to increase the accuracy of 
the informativeness of data. That, in turn, will allow us to 
build more accurate models based on experimental data and 
improve their application under actual operating conditions.

3. The aim and objectives of the study

The purpose of our work is to determine the possibility 
of applying the approach of artificial feature engineering to 
build a more accurate mathematical model based on artifi-
cially generated data. This will make it possible to identify 
the mathematical model of the electric motor based on the 
results of experimental studies, respectively, with high accu-
racy and the possibility of simulating the temperature of the 
stator and rotor in real time.

To achieve the goal, the following tasks must be solved:
– to conduct a preliminary analysis of the collected data 

to identify the main regularities and dependences between 
input and output parameters;

– to use identification methods to build a basic mathe-
matical model of an electric motor based on the collected ex-
perimental data, evaluate the accuracy of the resulting model;

– to devise a method of artificial feature engineering to 
expand the sample of input data, to conduct a preliminary 
analysis of artificial features to identify the main regularities 
and dependences between input and output parameters;

– to use artificially formed features for re-identification, 
evaluate the degree of accuracy of the resulting model com-
pared to the base model, determine the effectiveness of the 
applied approach.

4. The study materials and methods

4. 1. The object and hypothesis of the study
The object of our study is an electric motor, namely its 

mathematical model, which was built by identification based 
on experimental data.

The main hypothesis of the study assumes that the use 
of the method of artificial feature engineering could make 
it possible to significantly expand the data sample with new 
features. This, in turn, after filtering the generated features, 
would lead to an increase in the accuracy of the identified 
mathematical model.

Assumptions adopted in the study temperature indica-
tors of the stator and rotor can be used as indicators of the 
technical and operational condition of the engine.



Engineering technological systems: Reference for Chief Energy Specialist at an industrial enterprise

93

Simplifications accepted in the study:
– the influence of noise in the data is considered to be 

minimal and has little effect on the identification results;
– all measured parameters are considered to be linearly 

dependent, which allows the use of correlation analysis, or 
non-linearly dependent, which in turn allows the use of mu-
tual information analysis.

4. 2. Description of initial experimental data
As a result of conducting a field study, experimental data 

on the operation of a synchronous motor with permanent 
magnets, installed on a test bench, were obtained. The data 
set consists of several measurement sessions [10, 11].

Description of basic data:
– ambient – ambient temperature measured by a thermal 

sensor located near the stator;
– coolant – the temperature of the coolant (the engine is 

cooled by water; the measurement is performed at the outlet);
– u_d – D-component of voltage;
– u_q – Q-component of voltage;
– motor_speed – motor speed;
– torque – rotating moment;
– i_d – d-component of the current;
– i_q – q-component of the current;
– the surface temperature of the permanent magnet, 

which represents the temperature of the rotor, was measured 
using an infrared temperature sensor;

– stator_yoke – stator yoke temperature;
– stator_tooth – stator tooth temperature;
– stator_winding – stator winding temperature.
A fragment of the data obtained as a result of the experi-

ments is given in Table 1.
As input parameters of the mathematical model of the 

electric motor, the following are considered: the temperature 
of the coolant and the environment, D and Q voltage com-
ponents; d and q components of the current. As the initial 
parameters of the model, the following are considered: engine 
speed and torque, temperature of the yoke, tooth, and stator 
winding. Therefore, the structure of the proposed model will 
have 6 inputs and 5 outputs.

4. 3. Data analysis procedures
Processing of initial experimental data was carried out 

by constructing a correlation matrix and a matrix of mutual 
information. That made it possible to determine the nature of 
the relationship between input and output parameters. Both 
linear (correlation) and non-linear (mutual information) 
methods were used for the analysis, which provided a deeper 
understanding of interactions between parameters.

4. 4. Identification of mathematical models
Identification of the basic mathematical model of the elec-

tric motor was carried out on the basis of collected experimen-
tal data. To this end, MIMO (multiple-input multiple-output) 
identification methods of objects in the Simulink environ-
ment, such as Subspace, Prediction Error methods, were used. 
The model included 6 input and 5 output parameters.

4. 5. Artificial feature engineering
To increase the accuracy of mathematical models, the 

method of artificial feature engineering was used. The input 
parameters of the model were expanded through artificially 
created features, such as the difference between parameters, 
their product, quotient, square, logarithm, and square root. 
That made it possible to increase the informativeness of the 
sample of input data and improve the accuracy of the models.

5. Results of research on the use of  
artificially formed features in the identification  

of mathematical models

5. 1. Results of preliminary analysis of experimental data
A preliminary analysis of the output data was carried 

out to determine the nature of the relationship between the 
input and output values. To that end, a correlation matrix of 
model parameters and a matrix of mutual information were 
constructed.

In this study, the use of both specified matrices makes it 
possible to get a more complete picture of the relationships 
between the parameters of the electric motor:

1. The correlation matrix helps identify 
the main linear relationships between input 
and output parameters.

2. The matrix of mutual information makes 
it possible to identify both linear and non- 
linear relationships.

Therefore, the combination of these two 
methods of analysis provides a deeper under-
standing of the interactions between param-
eters, which contributes to the construction 
of a more accurate and reliable mathematical 
model of the electric motor.

Fig. 1 shows the correlation matrix of the 
initial experimental data.

The correlation matrix demonstrates 
a  significant linear dependence of D and 
Q voltage components and d and q current 
components on engine speed and torque. 
The temperature of the coolant and the en-
vironment has a significant influence on the 
temperature of the yoke, tooth, and stator 
winding.

Fig. 2 shows the mutual information ma-
trix of the initial experimental data.

Table 1

A fragment of data obtained as a result of field studies [10]

u_q coolant stator_winding u_d stator_tooth motor_speed

–0.4507 18.8052 19.0867 –0.3501 18.2932 0.0029

–0.3257 18.8186 19.0924 –0.3058 18.2948 0.0003

–0.4409 18.8288 19.0894 –0.3725 18.2941 0.0024

–0.327 18.8356 19.083 –0.3162 18.2925 0.0061

–0.4712 18.857 19.0825 –0.3323 18.2914 0.0031

–0.539 18.9015 19.0771 0.0091 18.2906 0.0096

i_d i_q pm stator_yoke ambient torque

0.0044 0.0003 24.5542 18.3165 19.8507 0.1871

0.0006 –0.0008 24.5381 18.315 19.8507 0.2454

0.0013 0.0004 24.5447 18.3263 19.8507 0.1766

0 0.002 24.554 18.3308 19.8506 0.2383

–0.0643 0.0372 24.5654 18.3267 19.8506 0.2082

–0.6136 0.3367 24.5736 18.3239 19.8506 0.4762
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The matrix of mutual information also 
demonstrates a significant dependence of D and 
Q voltage components and d and q current com-
ponents, the temperature of the coolant and the 
environment on the engine speed and its torque. 
The temperature of the yoke, tooth, and stator 
winding is significantly influenced by the envi-
ronment, D and Q components of the voltage.

5. 2. Identification results based on the 
base sample

Mathematical models of different struc-
ture and type obtained as a result of identifica-
tion show on average 65–70 % accuracy on the 
first output, 80–85 % on the second output, 
and 75–80 % accuracy on the third, fourth, 
fifth output, Fig. 3.

The general structure of the identified 
model based on the base sample:

x(t+Ts) = Ax(t)+Bu(t)+Ke(t),

y(t) = Cx(t)+Du(t)+e(t),

 
Fig. 1. Correlation matrix of input data

 
Fig. 2. Matrix of mutual information
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The resulting mathematical models do not meet the 
accuracy conditions proposed for models of this type. For  
example, when developing an automated control system for 
the process of baking carbon articles, the accuracy of the 
mathematical model, and therefore the correctness of the 
control action, directly affects the quality indicators of the 
process, namely the number of defective products [11].

5. 3. Artificial feature engineering
That is why there is a need to artificially 

construct the input parameters of the model 
by distorting the initial experimental data to 
obtain a greater relationship between the input 
characteristics and the output of the model.

To increase the informativeness of the ini-
tial data and improve the accuracy of the 
mathematical model, artificial feature engi-
neering was applied. The essence of this me
thod is that, based on existing input data, new 
features were obtained that reflect various 
mathematical relationships between the in-
put parameters:

– diff (difference) – the difference between 
two input parameters. This feature reflects the 
change between two parameters, which may 
indicate important dependences between them;

– mult (product) – the product of two 
parameters. The product makes it possible to 
see the relationships between the parameters, 

especially when their simultaneous change may have 
a cumulative effect;

– div (part) – ratio of one parameter to another. 
The ratio makes it possible to measure the influence 
of one parameter on another and display their propor-
tional dependence;

– exp (exponential) – exponential function of one 
of the parameters. The use of an exponential function 
can represent non-linear dependences between para
meters that are important for dynamic systems;

– square – raising the parameter to a square. The 
square of the parameter helps reveal the effect of 
changing the parameter on the nonlinear behavior of 
the system;

– log (logarithm) – the natural logarithm of the 
parameter. The logarithmic function is useful for 
detecting dependences that have properties of dimi
nishing returns or effects;

– sqrt (square root) – the square root of the pa-
rameter. The square root allows a better understand-
ing of the interrelationships of parameters that have 
weak non-linear effects.

The paper proposed the following mathematical 
formulae (Table 2), according to which the original 
value was distorted, resulting in the formation of 
artificial features.

Table 2
Artificial features

Feature ID Feature formula
diff x1–x2

mult x1*x2

div x1/x2

epx exp(x_1)

square x1

2

log log(x1)

sqrt x1

1 2/

Note: x1, x2 – parameters of the input experimental sample

The best examples of artificially formed features and their 
correlation with the original initial features sorted by the 
correlation threshold value of 0.6 are shown in Fig. 4.
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Fig. 3. Results of identification of the mathematical model 	
of the electric motor

 

 
Fig. 4. Correlation matrix of artificially formed values
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Applying additional features to the initial sample 
will increase its informativeness in accordance with 
the original  features.

5. 4. Identification results on a sample with arti­
ficially formed features

The identification of the mathematical model was 
carried out based on the most correlated initial and arti-
ficially formed features. To this end, the method of iden-
tifying MIMO objects in the Simulink environment 
was used. As a result of model identification, accuracy 
within 80–95 % was obtained for different channels; 
the obtained identification results are shown in Fig. 5.

The general structure of the identified model based 
on the extended sample:

x(t+Ts) = Ax(t)+Bu(t)+Ke(t),

y(t) = Cx(t)+Du(t)+e(t),

where

With the help of methods of artificial feature en-
gineering, new features diff, mult, div, epx, square, log, 
sqrt were formed, which were used to build models.  
Fig. 5 demonstrates that the artificially formed fea-
tures have a high correlation with the original pa-
rameters, which confirms their informativeness. From 
Fig. 6, it can be seen that the accuracy of models 
with artificially generated features has improved sig-
nificantly, reaching 80–95 % for different channels. 
The results of a comparison of the accuracy of the 
basic and extended models for all output channels are 
shown in Fig. 6.

 
Fig. 6. Results of the comparison of the accuracy 	

of the basic and advanced models

The results in Fig. 6 show that the use of artifi-
cial feature engineering has made it possible to in-
crease the accuracy of mathematical models, which 
confirms the feasibility of using this approach.

6. Discussion of results of investigating the use  
of artificially formed features in the identification 

of mathematical models

The identification of the mathematical model 
of the electric motor showed that the base models 
have accuracy in the range of 65–85 % for diffe
rent model outputs. This can be explained by the 
high level of linear dependence between input and 

 
Fig. 5. Results of identification of a mathematical model 	

of an electric motor with artificially formed features
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output parameters, which can be seen from the correlation 
matrix (Fig. 2).

The main advantage of the proposed solutions is the use 
of the method of artificial feature engineering, which made 
it possible to increase the accuracy of the models (Fig. 7).

Fig. 5 shows that the artificially formed features have 
a high correlation with the original parameters, which con-
firms their informativeness. Owing to this, the accuracy of 
models with artificially formed features has improved sig-
nificantly (Fig. 6). This result allows us to use the generated 
features, in the approaches given in work [4, 5], as data for 
more effective training of artificial neural networks.

Unlike conventional methods that use only raw data [1, 2], 
this approach makes it possible to create additional features 
that significantly increase the accuracy of models. For exam
ple, unlike data augmentation methods, where artificial 
data are added to increase the sample size, artificial feature 
engineering forms new, informative parameters, the ap-
plication of which increases the accuracy of the model by 
10–20 % (Fig. 6). This becomes possible due to a deeper rela-
tionship between new input features and output parameters.

One of the main problems in building mathematical 
models is that the initial set of input features can be limited. 
The selection of existing features may not always be effec-
tive since these features may not fully reflect the complex 
relationships between the input and output parameters of 
the system. In this case, it is important to expand the feature 
space beforehand by creating new, artificial features that may 
include relationships or non-linear relationships between the 
initial parameters. Unlike [8, 9], in our case, only redundant, 
artificial features are selected, which solves the problem of 
the limited number of features. This becomes possible due 
to the fact that as a result of the presence of a large number 
of artificial, more informative features, the basic features, if 
necessary, can be left unchanged.

The proposed solution solves the problem of an insuffi-
cient amount of high-quality informative data that can be 
used to build a model of technical and operational charac-
teristics in the development of automatic control systems. 
And therefore, it makes it possible to obtain a mathematical 
model of a high-precision engine not only with the main, 
power characteristics, but also with auxiliary technical and 
operational ones.

However, this study has limitations. First, the models 
were identified based on data collected under specific ex-
perimental conditions, which may limit their applicability in 
other settings. Second, the use of artificial features could lead 
to a significant increase in model structure if the new data are 
not sufficiently informative.

The disadvantage of the study is that all experiments 
were conducted under laboratory conditions. Under the 
actual operating conditions of the electric motor, additional 
factors may arise that were not taken into account during the 
simulation. This can affect the accuracy and reliability of the 
resulting models.

The development of this research may involve the following:
1. Expansion of the database with experimental data 

collected under different operating conditions of the elec-
tric  motor.

2. Using machine learning techniques, such as neural net-
works, to improve the accuracy of the original models.

3. Development of adaptive models capable of chang-
ing  their parameters in real time depending on operating 
conditions.

4. Researching the possibilities of integrating models 
with automated electric motor control systems to increase 
the efficiency and reliability of their operation.

Our results and conducted analyses confirm the expe
diency of further development and application of the pro-
posed approaches for controlling electric motors under vari-
ous operating conditions.

7. Conclusions 

1. Preliminary data analysis made it possible to determine 
key dependences that should be taken into account during 
further identification of the model, such as d-component of 
voltage and d-component of current (correlation values are 
close to –1), as well as to highlight parameters, for exam-
ple, q-component of voltage (the correlation is close to 0),  
which have no significant influence.

2. The structure of the proposed model has 6 inputs 
and 5 outputs. Accuracy in the range of 65–85 % was 
obtained for various model outputs. The models obtained  
as a result of identification on the basis of experimental 
data showed a low threshold of their accuracy, and there-
fore, the impracticality of their use in the synthesis of 
control systems.

3. More than 100 artificial features were synthesized. 
Based on the results of the correlation analysis of artifi-
cially formed features, the best representatives with cor-
relations above 0.6 were selected, which made it possible 
to generally increase the informativeness of the sample for 
further identification.

4. The structure of the proposed model has 18 inputs 
and 5 outputs. The accuracy of the models was obtained 
in the range of 80–95 % for different channels, which 
confirms the effectiveness of the applied approach. The 
resulting model proves the effectiveness of applying the 
principle of artificial feature engineering since the accu-
racy of the resulting model is 5–10 % higher than the ba- 
sic model.
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