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The object of research is a complex sys-
tem of three subsystems, which function inde-
pendently of each other and are in a working 
or failed state. There is a need to analytically 
model and manage the Markov random pro-
cess in the system, varying the intensity of 
their development-restoration and degrada-
tion-destruction flows. In the study, an analy
tical method for solving Kolmogorov equations 
of the eighth order for an asymmetric Markov 
chain was devised.

The corresponding Kolmogorov equations 
of the eighth order have an ordered transition 
probability matrix. The distribution of the eight 
roots of this equation in the complex plane has 
central symmetry.

The results are analytical solutions for the 
probabilities of the eight states of the Markov 
chain in time in the form of ordered determi-
nants with respect to the indices of the eight 
roots and the indices of the eight states, includ-
ing the column vector of the initial conditions.

Symmetry has been established in the distri-
bution on the complex plane of eight real, neg-
ative roots of the characteristic Kolmogorov 
equation centered at the point defined as 
Reθ = –a7/8, where a7 is the coefficient of the 
characteristic equation of the eighth degree at 
the seventh power. Formulas expressing eight 
roots of the characteristic Kolmogorov equa-
tion have been heuristically derived, one of 
which is zero, due to the intensities of failures 
and recovery of three subsystems, the eight 
states of which in general make up an asym-
metric Markov chain.

For structures consisting of three inde-
pendently functioning processes, the random  
process of the transition of the structure through 
eight possible states with a known initial state 
is determined in time. An analytical solution to 
Kolmogorov differential equations of the eighth 
order for an asymmetric state graph is pro-
posed in harmonic form for the purpose of ana
lysis and synthesis of a random Markov pro-
cess in a triple system
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1. Introduction 

The theory of random Markov processes is fundamental 
and has been widely used in practical problems. In modern 
control systems, it is necessary to analytically model and 
manage a Markov random process in a system consisting 
of three independently functioning subsystems, varying the 
intensity of their development-restoration and degrada-
tion-destruction flows.

An asymmetric Markov chain with eight states and the 
corresponding Kolmogorov differential equations of the 
eighth order are a mathematical model of a number of applied 
problems in various fields, in particular, technical, military, 
social, medical, ecological, energy, economic, and others.

Numerous technical tasks for objective and subjective 
reasons are conventionally solved by approximate numeri
cal methods and illustrated by drawings, graphs, tables in  
a limited range of system parameter changes. It is known that 
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numerical solutions cannot cover the variety of analytical 
conclusions. Analytical solutions do not require numerical 
interpretation but can be used in various applications, that is, 
illustrating an analytical solution with a numerical example 
is equivalent to checking the well-known Ferrara formula on 
a private example, which cannot be productive and appropriate.

Analytical solutions to private equations of algebra of the 
fourth power and higher open up new opportunities for tech-
nical applications. This paper provides an analytical solution 
to the algebra equation of the eighth degree of a particular 
form for an asymmetric Markov chain and the corresponding 
Kolmogorov differential equations.

The methodology for composing the Kolmogorov equa-
tions based on the state graph is known and described in [1, 2].

Solving numerous private tasks of technical, military, 
social, economic, and other domains on the basis of the 
proposed analytical solution may be the subject of separate 
consideration with interested organizations. Therefore, re-
search on the development of an analytical method for solving 
eighth-order Kolmogorov equations for an asymmetric Mar-
kov chain is relevant.

2. Literature review and problem statement

Non-stationary queues with losses are considered in [3], 
which are a type of queuing system where arrival and service 
rates are not constant over time. The author uses the appro
ximation of cumulative moments to analyze the behavior of 
these queues and derives approximations for the length of the 
queue and the probability of losses. The study does not fully 
address the problem of analyzing non-stationary queues with 
losses, as it only provides approximations for queue length and 
loss probability. The author notes that the approximations 
are based on certain assumptions and may be inaccurate for 
all types of non-stationary arrival and service processes. The 
paper assumes that the arrival and service processes are inde-
pendent and equally distributed, which may not be the case in 
many real-world scenarios. A comprehensive analysis of the 
mass service system is not presented, as it focuses only on the 
length of the queue and the probability of losses. Therefore, 
further research is needed to devise more accurate and reliable 
methods for the analysis of non-stationary queues with losses.

Although paper [4] provides a general introduction to the 
spectral theory of Markov chains, it does not explore specific 
applications of the theory to fields such as biology, finance, or 
computer science. Also, the study covers the basics of spectral 
theory but does not delve into more advanced topics, such as 
the relationship between spectral theory and other branches 
of mathematics, such as operator theory or functional analysis. 
The work’s focus on theoretical aspects means that it does not 
provide a comprehensive overview of the computational tech-
niques that are needed to apply spectral theory to real-world 
problems. Therefore, readers wishing to apply spectral theory 
to specific areas or to explore complex topics will need to con-
sult additional resources.

In [5], the authors develop a structure of stochastic model-
ing to capture traffic flow dynamics and apply it to real traffic 
scenarios. The work provides a comprehensive overview of the 
stochastic evolution of dynamic traffic flow and its applica-
tions; it is not aimed at solving any specific open problem in 
the field of traffic flow modeling. It covers advanced modeling 
techniques such as machine learning or deep learning ap-
proaches. It focuses on modeling and simulation but does not 

provide a comprehensive overview of real-time traffic forecast-
ing methods and their applications.

Paper [6] considers the possibility of using a hidden 
Markov model (HMM) to predict people’s mobility based on 
GPS tracking data. The authors investigate whether HMM 
can accurately capture complex patterns of human mobility 
and predict future locations.

The paper only compares HMM to a simple Markov chain 
model but does not evaluate its performance against other 
state-of-the-art models. The authors use a relatively small 
dataset and do not investigate the scaling of HMM approach 
to larger datasets or real-world applications. Furthermore, 
the robustness of the HMM approach to noisy or incomplete 
GPS tracking data, which is a common problem in real-world 
applications, is not evaluated.

A special place is occupied by problems that allow ana
lytical solutions [7]. Previously, analytical solutions were 
obtained in an ordered matrix form, allowing the analysis of 
Markov random processes with discrete states and discrete 
time (discrete Markov chains). Mathematical models of 
discrete Markov chains are constructed in algebraic form 
according to asymmetric state graphs and are represented by 
ordered transition probability matrices. The used methodo
logy is applied to solve a number of actual problems.

Mathematical models of continuous Markov chains (random 
processes with discrete states and continuous time) are built 
in the differential form of Kolmogorov’s equations based on 
asymmetric state graphs, as described in [8]. The Kolmogorov 
equations considered there are systems of ordinary, linear, ho-
mogeneous differential equations with constant coefficients, the 
analytical solution to which is limited to the fourth order; the  
analytical solution to the Kolmogorov equations for an asymmet-
ric graph of two states is obtained. In [9], an analytical solution  
to the Kolmogorov equation for an asymmetric four-state graph 
was derived. But the analytical solution to the Kolmogorov equa-
tions for an asymmetric eight-state graph remained unresolved.

Analytical solution to eighth-order Kolmogorov equations 
describing an asymmetric, continuous Markov chain is redu
ced to analytical solution to the corresponding eighth-order 
characteristic equation, which is known to be problematic.

It is necessary to analytically model and control a Markov 
random process in a system consisting of three independently 
functioning subsystems, varying the intensity of their deve
lopment-restoration and degradation-destruction flows.

3. The aim and objectives of the study

The purpose of our study is to devise a method for analy
tical solutions to Kolmogorov equations of the eighth order. 
This makes it possible to assess the reliability of power systems.

To achieve the goal, the following tasks were set:
– to establish the formulas of the eight roots of the charac

teristic equation;
– to form analytical solutions to Kolmogorov equations 

of the eighth order;
– to assess the reliability of the energy system.

4. The study materials and methods

4. 1. The object and hypothesis of the study 
The object of research is a complex system of three sub-

systems that function independently of each other and are in  
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a working or failed state. For example, methods for calculat-
ing the reliability of energy systems, railroads, urban electric 
transport, and industry.

The method implements a comprehensive approach to in-
creasing the efficiency of generating stations in power systems 
with the possibility of forecasting their state probability (ope
rability or restoration). Implementation of the method will 
make it possible to make a reasoned decision regarding the 
use of the full resource of generating stations in power systems 
without the risk of failure or premature decommissioning.

The intensities of Poisson flows of failures and recovery 
of each of the subsystems are considered known and constant. 
The possible discrete states of the system are determined by 
the number 23 = 8 and are connected by an asymmetric Markov 
chain as an asymmetric graph of eight states. Markov random 
processes in a system with discrete states and continuous time 
are described by the corresponding Kolmogorov equations. 
Kolmogorov’s equations are formed according to a well-known 
procedure, using an asymmetric graph of eight states.

4. 2. Description of the method
A system consisting of three independently functioning 

subsystems (triple system) is under consideration. The possible  
discrete states of each of the subsystems are known as opera
tional, denoted as , or inoperable, denoted as . Then the 
possible discrete states of the system as a whole, determined in 
the number of 23 = 8, take the following form (Fig. 1) and are 
represented by an asymmetric graph of eight states (Fig. 2).

A mathematical model (Kolmogorov equation) of a ho-
mogeneous Markov random process with eight discrete states 
and continuous time (continuous Markov link) is built. Prob-
abilities of eight states of the system in time (in dynamics) 
Pi(t) (i = 1, 2, 3, …, 8) are analytically found with the known 
state of the system at the initial time point Pi(0), given and 
constant intensities of Poisson failure flows (λ1, λ2, λ3) and 
recovery (µ1, µ2, µ3) of three subsystems. The stated general 
problem includes a number of individual applied tasks in 
various fields: technical [10, 11], military, social [12], medi-
cal [13], ecological [14], energy [15], economic, and others. 
Examples of setting some applied problems are given below.

S1= S2=
S3= S4=
S5= S6=
S7= S8=  

Fig. 1. Discrete states of the system

 
Fig. 2. Asymmetric graph of eight states of a triple system

Task No. 1: technical application.
This technical system consists of three subsystems: energy 

subsystem, control subsystem, power subsystem. Intensities 
of failure flows and recovery of subsystems are considered 
to be statistically determined. The probabilities of eight 
possible states of the system at the current time and in the 
future (t → ∞) are found, given the known state of the subsys-
tems at the initial time (t = 0).

Task No. 2: military application.
The military structure is given, consisting of three types 

of troops: land, air, and sea. The intensity of losses of troops 
during military operations is statistically determined. The in-
tensity of the recovery flows is determined by the availability 
of resources and belongs to the known. Limiting the intensity 
of loss flows and changing the intensity of recovery flows, it 
is necessary to determine the probabilities of eight possible 
states of the military structure both now and in the future with  
a given state of the troops at the initial time.

Task No. 3: social application.
A social structure consisting of three autonomous groups 

is given. The intensity of birth and death flows of each of the 
autonomous groups are considered statistically significant. 
The probabilities of eight possible states of the social struc-
ture at the present time and in the future are found, given the 
known state of autonomous groups at this moment in time.

Tasks in other areas are stated similarly.

4. 3. Kolmogorov’s triple system equation
Kolmogorov’s equations are composed according to the 

constructed asymmetric graph of eight states and in expanded 
notation take the form:

P P P P P1 1 2 3 1 1 3 2 5 3 7= − + +( ) + + +λ λ λ µ µ µ ,

P P P P P2 1 2 3 2 1 4 2 6 3 8= − + +( ) + + +µ µ µ λ λ λ ,

P P P P P3 1 1 1 2 3 3 3 6 2 8= − + +( ) + +λ µ λ λ µ µ , 

P P P P P4 1 2 1 2 3 4 3 5 2 7= − + +( ) + +µ λ µ µ λ λ ,

P P P P P5 2 1 3 4 1 2 3 5 1 8= + − + +( ) +λ µ λ µ λ µ ,

P P P P P6 2 2 3 3 1 2 3 6 1 7= + − + +( ) +µ λ µ λ µ λ ,

P P P P P7 3 1 2 4 1 6 1 2 3 7= + + − + +( )λ µ µ λ λ µ ,

P P P P P8 3 2 2 3 1 5 1 2 3 8= + + − + +( )µ λ λ µ µ λ ,	 (1)

or in matrix form:

d
dt

P t R P t( ) = ⋅ ( ),	 (2)

where P(t) is a column matrix of probabilities of eight triple 
system states:

P t

P t
P t
P t
P t
P t
P t
P t
P t

( ) =

( )
( )
( )
( )
( )
( )
( )
( )

1

2

3

4

5

6

7

8

;
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R – block matrix of failure-recovery flow intensities:

R

r r r r

r r r r

r r r r

r r r r

=

11 12 13 14

21 22 23 24

31 32 33 34

41 42 43 44

.

Here, the symmetrical structure of the Kolmogorov equa-
tions of the considered triple system is reflected by the fol-
lowing ordered matrices of the intensities of failure (λ1, λ2, λ3) 
and recovery (µ1, µ2, µ3) flows:

r11
1 2 3

1 2 3

0

0
=

− + +( )
− + +( )

λ λ λ
µ µ µ

,

r22
1 2 3

1 2 3

0

0
=

− + +( )
− + +( )

µ λ λ
λ µ µ

,

r33
1 2 3

1 2 3

0

0
=

− + +( )
− + +( )

λ µ λ
µ λ µ

, 

r44
1 2 3

1 2 3

0

0
=

− + +( )
− + +( )

λ λ µ
µ µ λ

,

r12
1

1

0

0
=

µ
λ

, r21
1

1

0

0
=

λ
µ

, r13
2

2

0

0
=

µ
λ

,

r31
2

2

0

0
=

λ
µ

, r14
3

3

0

0
=

µ
λ

, r41
3

3

0

0
=

λ
µ

,

r23
3

3

0

0
=

µ
λ

, r32
3

3

0

0
=

µ
λ

, r24
2

2

0

0
=

µ
λ

,

r42
2

2

0

0
=

µ
λ

, r34
1

1

0

0
=

µ
λ

, r43
1

1

0

0
=

µ
λ

.	 (3)

The orderliness of the given matrices reflects the structural 
symmetry of the state graph of the triple system. The elements 
of the main diagonal of the matrix R correspond 
to eight states of the system, the matrix R is asym-
metric with respect to the main diagonal. Given 
the specified structural asymmetry, the matrix R is 
degenerate, i.e., det(R) = 0.

4. 4. Characteristic equation of the triple system
The characteristic determinant of the square 

matrix R of the eighth order det(R–νE) is reduced 
to an algebraic polynomial of the eighth power:

a m
m

m
8

8

0

8

−
−

=
∑ ν .	 (4)

In particular, the coefficients a8, a7, a6, …, a0 are 
determined from an algorithm based on symmetric 
polynomials of ordered determinants [9]:

a8

1 0 0 0

0 1 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 1 0

0 0 0 1

=

−
−

−
−

...
,

a7

1 2 3

1

2

3

0

0

0

0

0 0 0 0

1 0 0 0

0 1 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 1 0

=

− + +( )
−

−

−

λ λ λ

λ

λ

λ

...

00 0 0 1

1

0

0

0

0

0

0

0

0 0 0 0

0 0 0

0 1 0 0

0 0 0

0 0 0 0

0 0 0

0 0

1 2 3

1

2

−

+

−
− + +( )

−
µ µ µ

µ

µ

...

−−
−

+

+

−
−

− + +( )

1 0

0 0 1

1

0

0

0

0

0

0

0

0 0 0

1 0 0 0

0 0 0

0 0 0 0

0 0 0 0

0

3

1

1 2 3

µ

µ

µ λ λ

λ

...

33

2

1

1 2 3

0 0

0 0 1 0

0 0 1

1

0

0

0

0

0

0

0

0 0 0 0

1 0 0

0 1 0 0

0 0 0

0

−
−

+

−
−

−
− + +( )

λ

λ

λ µ µ ...

00 0

0 0 0 0

0 0 0

0 0 0 1

1

0

0

0

0

0

0

0

0 0 0 0

0 0 0

0 0 0

0 0 0 0

1 0 0 0

0

3

2

2

3

µ

µ

λ
µ

−

+

+

−

−
−

...

µµ λ µ
µ

µ

λ

1 2 3

1

3

2

0 0

0 1 0

0 0 0 1

1

0

0

0

0

0

0

0

0 0 0

1 0 0 0

0 0 0 0

0 0 0

0 0

+ +( )
−

−

+

−
−

...

00 0

0 1 0

0 0 0

0 0 0 1

1

0

0

0

0

0

0

0

0 0 0 0

1 0 0

0 0 0

0

1

1 2 3

3

2

−
− + +( )

−

+

+

−
−

λ
λ λ µ

λ
µ

... 00 0 0

0 0 0

0 1 0 0

0 0 1 0

0 0 0

1

1 2 3

µ

µ µ λ

−
−

− + +( )

,

a6

1 2 3

1

2

3

1 2 3

1

2

0

0

0

0

0 0 0 0

0 0 0

0 0 0 0

0 0 0

0 0 0 0

1

=

− − −
− − −

−

λ λ λ

λ

λ

λ

µ µ µ

µ

µ

...

00 0

0 0 1 0

0 0 1

0

0

0

0

0 0 0

1 0 0 0

0 0 0

0 0

3

1 2 3

1

2

3

1

1 2 3

−
−

+

− − −
−

− − −

µ

λ λ λ

λ

λ

λ

µ

µ λ λ
.... 0 0

0 0 0 0

0 0 0

0 0 1 0

0 0 1

0

0

0

0

0 0 0 0

1 0 0

0

3

2

1 2 3

1

2

3

1

λ

λ

λ λ λ

λ

λ

λ

λ

−
−

+

+

− − −
−

−−
− − −

−

+

− − −

1 0 0

0 0 0

0 0 0

0 0 0 0

0 0 0

0 0 0 1

0

0

0

1 2 3

3

2

1 2 3

1

2

3
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µ

µ

λ λ λ

λ

λ

λ
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0 0 0

1 0 0 0

0 1 0 0
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1

1
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λ µ λ

λ
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−

−
− − −

+

+

− −
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22 3

1

2

3

2

3

1 2 3

1

0

0

0

0

0 0 0 0

0 0 0

0 0 0
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1 0 0 0

0 0 0

0 1

−
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− − −

−
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µ λ µ
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+

− − −

−

−

−

λ λ λ

λ

λ

λ

λ

µ
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The characteristic equation of the triple system is an alge-
braic equation of the eighth power in a special form:

a m
m

m
8

8

0

8

0−
−

=
∑ =ν .	 (5)

The eight roots of this equation νi (i = 1, 2, 3,…, 8) are 
subject to analytical determination.

5. Results of investigating the method of analytical 
solutions to Kolmogorov equations of the eighth order 
and calculation of power system reliability assessment

5. 1. Analytical solution to the characteristic equation 
of the triple system

From the analysis of the analytical solution to the charac-
teristic equation of the binominal system [8], it follows that 
one root is zero, the others are real, different, negative, and 
distributed in the complex plane in a symmetrical manner 
with respect to the center:

M i

i
iν

ν
( ) = =

∑
0

4

4
,	 (6)

or

M i

j j
jν

λ µ
( ) =

+( )
=

∑
1

2

2
,	 (7)

M
a

iν( ) = − 3

4
.	 (8)

It was established that the distribution of roots of the 
characteristic equation of the triple system in the complex 
plane has a similar property of symmetry:

M
a

iν( ) = − 7

8
,	 (9)

or

M i

j j
jν

λ µ
( ) =

+( )
=

∑
1

3

2
,	 (10)

that is

M i

i
iν

ν
( ) = =

∑
0

8

8
.	 (11)

The central symmetry in the distribution of eight roots of 
the characteristic equation, one of which is zero, the others 
are real, different, negative, is illustrated in Fig. 3.

 

v2 v4 v6 v8 v7 v5 v3 v1

a7
8

Im v

Re v-

Fig. 3. Scheme of the harmonic distribution 	
of eight roots of the characteristic Kolmogorov equation 	

for a triple system

Hence, the analytical solution to the characteristic Kol
mogorov equation for the triple system in harmonic form:

ν

ν λ µ

ν λ µ
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3 3

8 1 1 2 2
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. 	 (12)

Using Vieta’s theorem allowed us to obtain the expression:

a7 1 2 3 4 5 6 7 8= + + + + + + +ν ν ν ν ν ν ν ν ,

a6 1 2 1 3 1 4 1 5 1 6 1 7 1 8

2 3 2 4 2 5 2 6

= + + + + + + +
+ + + +

ν ν ν ν ν ν ν ν ν ν ν ν ν ν
ν ν ν ν ν ν ν ν ++ + + +

+ + + + + + + +
+

ν ν ν ν ν ν
ν ν ν ν ν ν ν ν ν ν ν ν ν ν
ν ν

2 7 2 8 3 4

3 5 3 6 3 7 3 8 4 5 4 6 4 7

4 8 ++ + + + + +ν ν ν ν ν ν ν ν ν ν ν ν5 6 5 7 5 8 6 7 6 8 7 8, 	 (13)

………………..

a0 1 2 3 4 5 6 7 8= ν ν ν ν ν ν ν ν ,

or by a direct substitution that the given set of roots is an 
analytical solution to the original characteristic Kolmogorov 
equation for the considered triple system.

5. 2. Analytical solution to the system of Kolmogorov 
differential equations for the triple system

Following the results of work [9], according to the found 
real and different roots, the analytical solution to the ana
lyzed Kolmogorov differential equations is given in the 
following harmonic form, using determinants ordered by  
the indices of the eight states of the system and the indices 
of the eight roots:

P t ei
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k s
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k s
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0 0

� �
� � � � �
� � � �
� � � � �

� � −− − − −µ µ λ ν1 2 3 k

,	 (15)

(i = 1, 2, 3,…, 8).

Here, the ordered determinant ∆i(νk) corresponds to the 
probability of the ith state of the system Pi(t). It is formed 
by the characteristic determinant det(R–νE) of the square 
matrix of intensities of failure-recovery flows R of the 
eighth order, which contains the given initial conditions in 
the i-th column Pi(0) (i = 1, 2, 3,…, 8) and depends on the 
k-th root νk (k = 1, 2, 3,…, 8).
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5. 3. Results of energy system reliability assessment
The illustration of the obtained analytical results is 

carried out on the example of the time reliability assessment 
of the energy system in a hypothetical region of Ukraine, 
which has thermal power plants (TPP), nuclear power 
plants  (NPP), hydroelectric power plants (HPP) as sources 
of electrical energy. The considered energy system includes 
three independent generating subsystems:

1. TPP.
2. NPP.
3. HPP.
The possible states of each 

of the generating subsystems 
are known as  – operational or  

 – failed. The intensities of the 
Poisson flows of failures (λ1, λ2, λ3) 
and recovery (µ1, µ2, µ3) of each 
of the generating subsystems are 
considered to be statistically es-
tablished and equal:

λ1 2= ; λ2 1= ; λ3 0 5= . ;

µ1 1 5= . ; µ2 0 5= . ; µ3 2= .	 (16)

At the initial time point (t = 0), 
the state of the power system is 
considered known and is taken as:

P1 0 1( ) = ; P3 0 0( ) = ; 

P5 0 0( ) = ; P7 0 0( ) = ;

P2 0 0( ) = ; P4 0 0( ) = ; 

P6 0 0( ) = ; P8 0 0( ) = .	 (17)

That is, three generating sub-
systems are operational. It is ne
cessary to establish the expected 
state of the power system in the 
future, that is, at t → ∞:

P1 ∞( ); P3 ∞( );

P5 ∞( ); P7 ∞( );

P2 ∞( ); P4 ∞( );

P6 ∞( ); P8 ∞( ).	 (18)

The roots of the characteris-
tic equation take the following 
values:
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It is obvious that:

ev t1 1= , lim
t
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= 0 k =( )2 3 4 5 6 7 8, , , , , , ,	 (20)

which allows us to significantly simplify the calculation 
formulas:
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One similarly finds P5(∞), P6(∞), P7(∞), P8(∞).
Determinants are filled with numbers and calculated 

using standard programs:

P1 0 114∞( ) = . ; P3 0 152∞( ) = . ;

P5 0 229∞( ) = . ; P7 0 029∞( ) = . ;

P2 0 076∞( ) = . ; P4 0 057∞( ) = . ;

P6 0 038∞( ) = . ; P8 0 305∞( ) = . .	 (21)

Verification of calculation results:

Pi
i

∞( ) =
=
∑ 1

1

8

,	 (22)

0 114 0 076 0 152 0 057

0 0229 0 038 0 029 0 305 1

. . . .

. . . . .

+ + + +

+ + + + =

The most probable states in the future are the eighth or 
fifth, i.e., TPP and NPP are in failure state, HPP is operatio
nal, P8(∞) = 0.305.

Or the NPP is out of order, TPP and HPP are operatio
nal, P5(∞) = 0.229.

6. Discussion of results based on the analytical  
method for solving Kolmogorov equations  

of the eighth order for an asymmetric  
Markov chain

An asymmetric Markov chain with eight states and the 
corresponding Kolmogorov differential equations of the 
eighth order are a mathematical model of a number of applied 
problems in various fields.

Analogous Kolmogorov equations of the fourth order 
are considered in [8], in which the formula for the partial 
solution of an algebraic equation of the fourth power is 
given and the pattern in the distribution of four roots 
in the complex plane is shown in a figure. The results of 
solving the Kolmogorov equations of the eighth order for 
the asymmetric Markov chain are explained in Fig. 2 and 
formula (2). A similar regularity in the distribution of 
roots (central symmetry) is established for Kolmogorov 
equations of the eighth order describing a symmetric Mar-
kov chain with eight discrete states explained by formu- 
las (12) to (14).

Traditionally, systems of high-order differential equa-
tions are studied by approximate numerical methods in 
a limited range of parameter changes. Analytical solutions 
similar to those obtained for the discussed Kolmogorov 
equations of the eighth order could not be found in the lite
rature that we know of.

The peculiarity of the proposed method and the obtained 
analytical results is caused by the use of symmetrization of 
the mathematical description.

The limitations of the study are related to the di-
mensionally of the studied system, which is determined 
by the formula 2n, where n is the number of subsystems, 
and the cumbersomeness of the analytical presentation of  
the results.

The disadvantage of this study is the cumbersomeness of 
the analytical presentation of the results, which is overcome 

by the use of symmetrization of the mathematical descrip-
tion, in particular, the introduction of special matrices and 
ordered determinants.

The development of this scientific area implies consider-
ing complex systems of high order: 24 = 16, 25 = 32, 26 = 64, etc. 
The problems of this area of research are related to the ma
thematical description of these systems and representation  
of analytical results.

7. Conclusions 

1. Based on the concept of harmonization, an algorithm 
for analytical modeling of random processes in a continu-
ous, homogeneous Markov chain of an asymmetric struc-
ture and eight states was formulated using the method 
of mathematical induction. The asymmetric structure of 
a continuous Markov chain imitating a triple system is 
reflected in the matrix form of eighth-order Kolmogorov 
differential equations. Using elementary symmetric poly-
nomials, the characteristic determinant of the Kolmogorov 
equations is transformed into an algebraic polynomial of 
the eighth power, the coefficients of which reflect the 
asymmetric structure of the state graph of the triple sys-
tem in the intensity of failure and restoration flows. The 
property of central symmetry in the distribution of eight 
roots of the characteristic equation of a continuous Mar-
kov chain of an asymmetric structure has been established. 
Relying on the property of central symmetry, formulas 
expressing the eight roots of the characteristic Kolmogorov 
equation in the intensity of failure and restoration flows  
were derived.

2. An analytical solution to eighth-order Kolmogorov 
differential equations for an asymmetric state graph is 
proposed in harmonic form for the purpose of analysis and 
synthesis of a random Markov process in a triple system.

3. Analytical results of the time reliability assessment 
of the energy system, which has TPP, NPP, and HPP as 
a source of electric energy, were obtained.
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