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The object of this study is models for predicting stu-
dents’ success, constructed on the basis of machine learn-
ing methods. The paper reports results of research into 
the problem of improving their accuracy by expanding 
the data set for training the specified models. The most 
available are data on student actions, which are auto-
matically collected by learning management systems. 
Entering additional information about students’ work 
increases time and resources but allows the improvement 
of the accuracy of the models. In the study, information 
about students’ work with video materials, particularly 
the number and duration of views, was entered into the 
original data set. To automate the collection of this data, 
the plugin for the Moodle system has been developed, 
which stores information about user’s actions with the  
video player and the duration of watching video mate-
rials in the database. Model training was carried out 
using Naive Bayes (NB), logistic regression (LR), ran-
dom fo rest (RF), and neural networks (NN) algorithms 
with and without video data. For the models using video 
viewing data, accuracy increased by 10 %, balanced 
accuracy by 15 %, and overall performance, expressed 
as area under the curve (AUC), increased by 14 %. The 
highest prediction accuracy, with a difference of 1.8 %, 
was obtained by models built using RF algorithms – 
87.1 % and NN – 85.3 %. At the same time, the accuracy 
of the models obtained by the NB and LR algorithms was 
70.7 % and 76.5 %. The increase in accuracy for them was 
2.3 % and 8.1 %, respectively. Analysis of calculations 
confirms the assumption that students’ work with edu-
cational video materials is correlated with their success.  
The results make it possible to find a reasonable compro-
mise between model development costs and its accuracy at 
the stage of data preparation for model training
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1. Introduction

Education is a key factor that determines the future op-
portunities and career path of students.

Along with the spread of computer technologies, e-learn-
ing is gradually becoming an alternative to traditional forms 
of education [1]. This transition from classic classroom me-
thodology to online platforms and digital resources not only 
enables flexibility and accessibility of education but also 
allows for the integration of innovative teaching methods, 
such as interactive courses, audio and video lectures, as well 
as virtual laboratories [2, 3]. Owing to learning management 
systems (LMS), numerous advantages have been obtained: 
the ability to access educational materials from anywhere 
in the world, adaptation of the educational process to the 
individual needs of students, and the use of state-of-the-art 
technologies for monitoring and evaluation [4].

One such system is Moodle; it has a high level of recog-
nition in many educational institutions, is free, has a wide 
range of active courses available in many languages [5]. Given 

the growing amount of data generated in online learning, the 
ability to analyze this data and use it to predict academic 
achievement allows timely identification of students who need 
additional support. Accurate prediction of success is a complex 
process as it depends on many factors, in particular atten-
dance, involvement and activity in the educational process, 
working with educational materials and completing tasks [6].

Machine learning methods are mainly used to predict 
student performance. The most common classification algo-
rithms are logistic regression (LR), decision tree (DT), naive 
Bayes classifier (NB), support vector method (SVM), ran-
dom forest (RF), neural networks (NN) [7]. Achieving high 
accuracy in predicting success is a complex and multifaceted 
task due to the large number of factors that influence it. Data 
quality is one of the main factors and in fact the basis of any 
successful forecasting. The first thing that arises when con-
structing a model is the collection of data for its training. The 
most accessible way of obtaining them under real conditions 
is the analysis of information collected by LMS, in particular, 
Moodle. Next, there is the question of increasing the amount  
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of available data by obtaining various additional parameters 
of students’ interactions with educational materials in the 
Moodle environment. One of the problems is obtaining in-
formation about working with video materials since the basic 
functionality of the Moodle system does not store informa-
tion about the viewing parameters of such materials. In this 
context, the development and implementation of a plug-in 
for obtaining additional data on students’ interaction with 
educational materials and their monitoring at the university 
becomes particularly important [8].

Scientific research on this topic is important because 
student success is a strong indicator of the quality of educa-
tional services provided by an educational institution. And 
the results of predicting success allow students to build their 
plans for achieving goals, and lecturers get the opportunity 
to identify students at risk and intervene in time [9]. Due 
to the prediction of student success using machine learning 
methods, problems with success can be detected at an early 
stage. This highlights the importance of finding and applying 
better classification algorithms for more accurate results. 
Thus, research aimed at improving and improving the accu-
racy of performance prediction models is certainly of great 
importance to education.

2. Literature review and problem statement

Intelligent analysis of educational data has become an 
effective tool for researching hidden relationships in edu-
cational data and predicting students’ educational achieve-
ments. And the use of machine learning made it possible to 
build effective models to perform rapid forecasting. Never-
theless, it is important to understand that the accuracy of 
predicting success depends not only on algorithms and ma-
chine learning methods but also on the number and weight 
of parameters included in the model.

Work [10] reports the results of research on predicting 
student success based on final exam grades. That is, the success 
factor is a set of 60 or more points by a student. The data was 
taken from the Student Information System (SIS). In these re-
cords, midterm grades, final exam grades, and midterm course 
grades are collected from 1,854 students. A total of three types 
of parameters were used: grades for midterm exams, grade data 
from the department, and grade data from the faculty. The ac-
curacy of random forest (RF), nearest neighbor (NN), support 
vector (SVM), logistic regression (LR), naive Bayes (NB) 
and k-nearest neighbor (kNN) algorithms was calculated and 
compared, which was: 74.6 %, 74.6 %, 73.5 %, 71.7 %, 71.3 %, 
and 69.9 %, respectively. It is shown that the random forest 
algorithm was able to achieve the highest classification accu-
racy of 74.6 %. The calculated area under the curve (AUC) 
value for the RF, NN, SVM, LR, NB, and kNN algorithms was 
86 %, 86.3 %, 80.4 %, 82.6 %, 81 %, and 81 %, respectively. Pre-
diction accuracy was assessed using ten-fold cross-validation. 
Using a large number of algorithms to determine the best one 
is a good solution. However, issues related to the limitation 
of the data, from which only grades for intermediate results 
and exams are available, remain unresolved. Therefore, when 
predicting success at an early stage, when there are no grades 
yet, it is unlikely to achieve significant accuracy.

Work [11] gives the results of research on predicting the 
success of students based on class attendance. As data for 
training and training the model, data on grades and attendance 
at laboratory works, lectures and practical classes, which were 

taken from the LMS Moodle, were used. The accuracy of 
random forest (RF), support vector (SVM), and logistic re-
gression (LR) algorithms was calculated and compared, which 
was 80 %, 79 %, and 79 %, respectively. The calculated area 
under the curve (AUC) value for the RF, SVM, and LR algo-
rithms was 73 %, 66 %, and 70 %, respectively. It is shown that 
the random forest algorithm was able to achieve the highest 
classification accuracy of 73 %. Attendance is an indicator that 
directly affects success but cannot be the only sufficient factor. 
Therefore, issues related to data limitations remain unre-
solved, as even with 100 % attendance, a student may have low 
scores and fail the session. Adding other types of student inter-
action data may be an option to overcome related difficulties.

This is the approach used in work [12], in which the fol-
lowing were used as data for training and learning the model: 
grades for lectures, tests and laboratory work, and watched 
videos. To predict success, only the random forest algorithm 
was used to build the model. It is shown that the obtained 
model was able to predict failure with an accuracy of 96.3 %.  
In the work, they used 3-fold cross-validation, repeated 5 times, 
and only then built a random forest model with centered and 
scaled data. The absence of a constructed ROC curve and 
calculation of the area under the curve (AUC) does not give 
a clear understanding of the overall efficiency of the obtained 
model. Unsolved issues related to the parameter are the num-
ber of viewed videos, namely how it is calculated. Is there 
really a check that the video is watched to the end, and not 
just opened by the student? The model shows high accuracy, 
but it is not clear what the prediction result would be at an 
early stage. There is also a lack of calculations of the quality 
and efficiency of the model and a comparison of the accuracy 
of its prediction with other machine learning algorithms.

In work [13], success prediction was carried out with the 
following algorithms: random forest (RF), logistic regres-
sion (LR), neural networks (NN), gradient extended decision 
trees (XGBoost). It is shown that the forecasting accuracy was 
90 %, 90 %, 87 %, and 84 %, respectively. A comparison of the 
evaluation scores shows better performance for the neural net-
work and gradient descent boosting tree algorithms compared 
to logistic regression and random forest. The research hypoth-
esis is that learning success or failure could be predicted using 
student activity data from LMS Moodle logs. Gender, number 
of files downloaded, files viewed, modules completed, number 
of platform visits, activity per day, and other activity data from 
activity logs in the LMS were used as data for training the 
model. The results of the study confirm the hypothesis that 
academic success can be predicted using machine learning al-
gorithms based on data obtained during students’ interaction 
with e-learning platforms. Unsolved issues are related to the 
fact that reports on user activity do not have data on the ac-
tual interaction of the user with them. And only the very fact 
of switching to an activity or discovery, for example, watching  
a lecture or an exercise. An option to overcome related dif-
ficulties may be to add new data and test the results of the 
prediction accuracy on a larger number of different samples.

In [14], a model based on a multi-level Perceptron neural 
network was used to predict success, which was trained to 
predict students’ success in a blended learning environment. 
Predicted student success is based on four learning activities: 
email communication, collaborative content creation using 
a wiki, content interaction as measured by file views, and 
self-assessment through online quizzes. It is shown that the 
model predicted the success of students with a correct classi-
fication rate (CCR) with an accuracy of 98.3 %. The obtained 
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accuracy is also confirmed by the constructed ROC curve, the 
value of the calculated area under the curve (AUC) is 98.9 %.  
For comprehensive assessment and comparison of forecasting 
results, it is advisable to add other classification algorithms. 
It is necessary to check the results of the prediction accuracy 
on a larger amount of data and other algorithms, since the 
accuracy in this case may change.

Work [15] reports the results of research on predicting stu-
dent success using academic data and records from the learning 
management system, which are correlated with success or failure 
in the course. Six algorithms (GBT, RF, DT, LR, NB, SVM) 
were used, with model training at three different stages over 
a two-year course. The models were tested on the records of 
394 students from 3 courses. It is shown that Random Forest 
gave the best results with 84.47 % F1 score in experiments, 
followed by Decision Tree that produced similar results. Unlike 
previous studies, this one took into account data from 3 courses, 
which contributes to a more accurate prediction of the model of 
students who are at risk of dropping out. But the issue related 
to the sufficiency of the used data for accurate prediction of 
success in the early stages of education remained unresolved.

Paper [16] gives the results of research on the development 
of accurate prediction of the results of the course of students, 
whether they will pass it or not at all. Unlike previous studies, 
this study considered demographic, assessment, and student in-
teraction data to provide comprehensive predictions. Logistic 
regression and random forest were used to develop forecasting 
models. The accuracy of the models was assessed based on four-
class classification (prediction of four possible outcomes) and 
two-class classification (prediction of pass or failure). It has 
been shown that simple metrics such as a student’s activity le-
vel on a given day can be as effective as more complex combina-
tions of data or personal information in predicting student per-
formance. The logistic regression model achieved an accuracy 
of 72.1 % for four-class classification and 92.4 % for two-class 
classification. The random forest classifier achieved an accu-
racy of 74.6 % for four-class classification and 95.7 % for two-
class classification. This predictive approach provides insight 
into course student outcomes, offering valuable information to 
improve student engagement in online learning environments.

In the reviewed literature, various machine learning al-
gorithms are used, and models are built that have a high 
calculated accuracy of predicting success. However, most use 
only data from LMS Moodle logs and point values (grades for 
subjects, tests, and modules) obtained from previous academic 
periods. Expanding the data set for training is associated with 
additional resource costs for their collection and processing. 
At the same time, the duration of model training process in-
creases. This allows us to state that it is appropriate to conduct 
a study of the impact of a data set on students’ work with video 
materials on the accuracy of success prediction models. The 
results of such research will make it possible to make informed 
decisions about the selection of data sets for training machine 
learning models.

3. The aim and objectives of the study

The purpose of our study is to determine the impact of 
data on working with video materials on the accuracy of 
models for predicting students’ success. This will make it pos-
sible to make informed decisions about expanding the dataset 
for training machine learning models using NB, LR, RF, and 
NN algorithms.

To achieve this goal, the following tasks were set:
– to prepare a set of initial data from the Moodle system for 

training models using the NB, LR, RF, and NN algorithms, con-
duct training, determine the accuracy of the obtained models;

– to expand the set of initial data with information about 
the work of students with video materials, to train models ac-
cording to the NB, LR, RF, and NN algorithms, to determine 
the accuracy of the obtained models;

– to calculate the influence of information about students’ 
work with video materials on the accuracy of models for pre-
dicting students’ success.

4. The study materials and methods

4. 1. The object and hypothesis of the study 
In this work, the object of research is the prediction of stu-

dent success using machine learning with algorithms of random 
forest, logistic regression, neural networks, and naive Bayes.

The hypothesis of the study assumes that the use of data on 
the viewing parameters of video materials could increase the accu-
racy of machine learning models used to predict student success.

Assumptions and simplifications accepted in the research 
process – all core learning materials are distributed through 
a learning management system. The available data from LMS 
Moodle activity logs about task viewing (opening a file or 
document) do not contain complete information about the 
student’s actual work with the document. Data about real 
interaction with educational materials, such as: duration of 
viewing, status of whether you finished the video, the number 
of stops and rewinds will give more insight into how the stu-
dent actually worked. Constructing a plug-in for the Moodle 
system, which will allow collecting data on students’ interac-
tion with educational materials, will make it possible to obtain 
objective data about students’ work with these materials.

4. 2. Output data for model training
This study uses a dataset taken from the Moodle data-

base. Grades, student attendance, as well as data on inter-
action with educational video materials were exported in 
csv format. In order to check the increase in the accuracy of 
predicting success due to the data of interaction with video 
materials, the data were divided into two sets. Data on inter-
actions with video materials were extracted from the first set, 
the general view is given in Table 1.

The second set contained all data on grades, attendance, 
and interaction of students with educational video materials, 
the general view is given in Table 2.

Table	1

A	fragment	of	the	table	with	data	for	the	prediction		
of	the	first	set

id DiscMark LectVisit PractVisit LabVisit TotalVisit

… … … … … …

2316 82 83 –1 83 83

2317 51 25 –1 33 29

… … … … … …

Note: id is a unique user identifier;
DiscMark – grade for discipline;
LectVisit – percentage of lecture attendance;
PractVisit – percentage of attendance at practical classes;
LabVisit – the percentage of attendance at laboratory classes;
TotalVisit – total visitation percentage.
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4. 3. Construction of forecasting models
Before performing model training, the data set was di-

vided into training and test samples. In order to test how 
well a model trained on a training sample can predict classes 
of new data. The volume of data taken for processing was 
2599 records of user samples, which were distributed in 
the ratio of 520/2079, of which the training sample con-
tained 2079, and the test sample 520. Dividing the data 
into training and test samples helps avoid overtraining the 
model [17]. Assessment and quality control of models was 
carried out on the basis of a test sample. The construction of 
predictive models was performed in the PyCharm program-
ming environment in the Python programming language. 
The scikit-learn library [18] was used to build the models. 
The following libraries were used to construct graphs: sea-
born and matplotlib [19]. Processing of tabular data was 
performed using the pandas library, and numerical data – by 
using numpy [20].

4. 4. Evaluation of accuracy of models
The following indicators were selected as the main 

criteria for model performance: overall accuracy, accuracy, 
balanced accuracy, sensitivity, specificity, F1Score, area under 
the curve (AUC), and ROC curve. These indicators are cal-
culated on the basis of the error matrix [21].

Overall accuracy shows what percentage of examples 
were correctly classified. It refers to the proportion of correct 
predictions, which include true positives and true negatives. 
The expression for determining the overall accuracy can be 
written in the form of the following formula:

Accuracy TP TN TP TN FP FN= +( ) + + +( )/ , (1)

where TP (true positives) is the number of correctly pre-
dicted positive classes; TN (true negatives) – the number 
of correctly predicted negative classes; FP (false posi-
tives) – number of incorrectly predicted positive classes; 
FN (false negatives) is the number of incorrectly predicted 
negative classes.

Sensitivity makes it possible to determine the ability of 
the model to detect positive cases. The expression for de-
termining the sensitivity can be written in the form of the 
following formula:

Sensitivity TP TP FN= +( )/ , (2)

where TP (true positives) – the number of correctly pre-
dicted positive classes; FN (false negatives) – the number of 
incorrectly predicted negative classes.

Specificity makes it possible to determine the ability of the 
model to detect negative cases. The expression for determining 
specificity can be written in the form of the following formula:

Specificity TN TN FP= +( )/ , (3)

where TN (true negatives) is the number of correctly pre-
dicted negative classes; FP (false positives) is the number of 
incorrectly predicted positive classes.

Accuracy measures what proportion of predicted posi-
tives are true positives. It shows how accurate the model is 
in predicting positive classes. The expression for determining 
accuracy can be written in the form of the following formula:

Precision TP TP FP= +( )/ , (4)

where TP (true positives) is the number of correctly pre-
dicted positive classes; FP (false positives) is the number of 
incorrectly predicted positive classes.

F1Score makes it possible to evaluate the model in cases  
where it is important to simultaneously minimize false 
positive and false negative predictions. The expression for 
definition can be written in the form of the following formula:

F Score
ion Sensitivity

ion Sensitivity
1

2
=

+
* *

.
Precis

Precis
 (5)

Balanced accuracy provides an estimate of the overall 
performance of a binary classifier model, taking into account 
the balance between data classes. The expression for deter-
mining the balanced accuracy can be written in the form of 
the following formula: 

BalancedAccuracy Sensitivity Specificity= +( ) / .2  (6)

The area under the curve (AUC) parameter was used 
to evaluate the overall effectiveness of the model regardless 
of the choice of threshold value [22]. It is calculated as the 
area under the ROC curve and takes values in the range  
from 0 to 1. The greater the value to 1, the better the quality 
of the classification model. The expression for determining 
the AUC takes the following form:

Table	2
Fragment	of	a	table	with	input	data	for	forecasting	the	second	set

id Disc Mark Lect Visit Pract Visit LabVisit Total Visit Duration Play Count Pause Count Stop Count Complete

… … … … … … … … … … …

2316 82 83 –1 83 83 27 1 1 0 1

2317 51 25 –1 33 29 0 0 0 0 0

… … … … … … … … … … …

Note: id is a unique user identifier;
DiscMark – grade for discipline;
LectVisit – percentage of lecture attendance;
PractVisit – percentage of attendance at practical classes;
LabVisit – the percentage of attendance at laboratory classes;
TotalVisit – total attendance percentage;
Duration – video viewing duration (minutes);
PlayCount – the number of clicks on the Play button;
PauseCount – the number of Pause button clicks;
StopCount – the number of clicks on the Stop button;
Complete – the status of completion of watching the video to the end (1 – yes, 0 – no).
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where TPR(i) is the sensitivity (True Positive Rate) for the 
i-th threshold value; FPR(i) – specificity (1 – False Positive 
Rate) for the i-th threshold value.

Owing to the calculation of the area under the curve, one 
can understand the measure of its "goodness", the further the 
curve is from the diagonal line, the better it is.

5. Results of determining the impact of data on work with 
video materials on the accuracy of models for predicting 

students’ success

5. 1. Results of calculation of the prediction accuracy 
of models trained by the NB, LR, RF, and NN algorithms 
without data on students’ work with video materials

The model’s error matrix makes it possible to determine 
for how many students the prediction was made correctly. 
The general view of the obtained error matrices and models 
for the first data set is shown in Fig. 1.

Naive Bayes performs best in terms of specificity (highest  
True Negative is 73) but has relatively high false posi-
tive (84) and false negative (80) values, indicating poten-
tial problems with prediction accuracy. Logistic regression 
shows a better result in recognizing positive classes (True 
Positive – 301), but at the same time has a large number 
of false positives (102) results, which reduces its accuracy 
in predicting negative classes. Random Forest and Neural 
Networks showed the best sensitivity performance, with the 
lowest number of false negatives (24 and 15) and the highest 
True Positive (339 and 348), indicating their high ability to 
correctly identify positive cases.

Random forest and neural networks are the most effective 
in recognizing positive classes with the least number of errors 
on the current data. And naive Bayes and logistic regression 
have larger prediction errors.

Based on the obtained matrices, the values characterizing 
the overall accuracy of the classification and the effectiveness 
of the models were calculated, namely: overall accuracy, accu-
racy, balanced accuracy, sensitivity, specificity, F1Score, area 
under the curve (AUC), and ROC curve. The results of the 
calculations are given in Tables 3, 4.

Table	3

Calculations	of	values	characterizing	general		
accuracy	and	efficiency

Algorithm (classifier)
Overall 

accuracy
Accu-
racy

Sensi-
tivity

Speci-
ficity

Naive Bayes 0.684 0.771 0.779 0.464

Logistic regression 0.684 0.746 0.829 0.350

Random forest 0.769 0.779 0.933 0.388

Neural networks 0.761 0.761 0.958 0.305

Table	4

Calculations	of	values	characterizing	general		
accuracy	and	efficiency

Algorithm (classifier)
Balanced 
accuracy

Area under the 
curve (AUC)

F1Score

Naive Bayes 0.622 0.607 0.775

Logistic regression 0.589 0.627 0.785

Random forest 0.661 0.738 0.849

Neural networks 0.632 0.681 0.848

Calculations showed that the random forest algorithm 
performs better in predicting success and has a higher ac-
curacy of 76.9 %. The obtained accuracy value is only 0.8 % 
higher than that of the neural network algorithm. How-
ever, compared to the accuracy of naive Bayes and logistic 
regression, the increase in accuracy is already 8.5 %. The 
values of the True and False classes obtained during the 
calculation of Precision and F1Score are given in Table 5.

Among the considered classification algorithms, the 
best results are shown by the random forest, which 
demonstrated the highest overall accuracy (0.779) and 
balance between classes. This algorithm has high accu-
racy for the True class (0.78) and significantly better 
accuracy for the False class (0.72) compared to other 
models. The F1Score value for the True class (0.85) is 
also the highest, indicating a good ability to correctly 
recognize and not miss cases of this class. Although for 
the False class, this indicator is lower (0.50), which in-
dicates some limitations in recognizing negative cases. 
Neural networks showed a high level of accuracy for 
both classes (True and False each 0.76), demonstrating 
balance and performance. However, the F1Score for the 
False class (0.44) indicates that the accuracy of these 
predictions is still problematic. Logistic regression and 
Naive Bayes had similar results with moderate overall 
accuracy (0.746 and 0.771, respectively) and poor ability 
to recognize the negative class (False), as evidenced by 
the low values of accuracy and F1Score for this class.  

 
 
 

 

a

c

b

d
Fig.	1.	Error	matrices	for	constructed	models	with	classifiers:		
a	–	naive	Bayes;	b –	logistic	regression;	c	–	random	forest;		

d	–	neural	networks
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Based on the results, it can be concluded that the random for-
est is the most suitable for application under the conditions 
of this problem since it shows the best balance between the 
accuracy for both classes and the overall performance of the 
model. This algorithm provides the most stable predictions 
and minimizes the number of false positive cases, which 
makes it the optimal choice among the considered methods.

To evaluate the ability of the models to correctly classify, 
taking into account different values of the threshold value, 
ROC curves were constructed [23]. The ROC curve reflects 
the classifier’s ability to correctly recognize positive classes 
and reject negative classes when the threshold value changes.  
It makes it possible to take into account the trade-off bet-
ween the sensitivity and specificity of the classifier and make 
the examination of the results of the classification model 
more objective. The constructed plots of the ROC curve of 
the models for the first data set are shown in Fig. 2.

Constructed ROC-curves for the classification algorithms 
reflect the different level of ability of the models to distinguish 
between positive and negative cases. Random Forest has the 
highest area under the curve of 0.738, indicating its good 
overall classification performance. The curve for the random 

forest will be well above the diagonal line, showing high sen-
sitivity (0.933) and precision (0.779), as well as a fairly high 
F1Score (0.849). This indicates a good ability of the model 
to detect positive cases, although the specificity (0.388) 
remains lower. Neural networks also show good results with 
an area under the curve of 0.681, indicating classification 
ability. The curve for neural networks will be located above 
the diagonal line, with high sensitivity (0.958) and preci-
sion (0.761), which provides a high value of F1Score (0.848).  
This shows high efficiency in detecting positive cases, but 
with moderate specificity (0.305). That can affect the accu-
racy of classification of negative cases. Logistic regression has 
an area under the curve (0.627), which is a moderate indica-
tor of the effectiveness of the model. The logistic regression 
curve will lie slightly above the diagonal line, with high 
sensitivity (0.829), moderate specificity (0.350), and high 
F1Score (0.785). This indicates a good ability of the model 

to classify positive cases, but it has some 
difficulty in classifying negative cases ac-
curately. Naive Bayes has the lowest area 
under the curve value of 0.607, indicating 
a moderate ability to distinguish classes. 
The curve for naive Bayes will be located 
closer to the diagonal line, showing good 
accuracy (0.771) and sensitivity (0.779), 
but with moderate specificity (0.464).  
The value of the F1Score for Naive 
Bayes (0.775) is the closest to the logistic 
regression results, indicating a relatively 
good combination of correct predictions 
and reduced errors.

Random forest and neural networks 
show the best results in distinguishing 
positive cases. Logistic regression also 
demonstrates good performance but with 
lower AUC and specificity values than 
random forest and neural networks. Naive 
Bayes yields the lowest results, indicating 
a relatively low classification ability of the 
model compared to other methods.

5. 2. Results of calculating the ac-
curacy of models trained on data about 
students’ work with video materials

The general view of the obtained error 
matrices and models for the second data 
set is shown in Fig. 3.

Based on our matrices, the values 
characterizing the overall classification 
accuracy were calculated, namely over-
all accuracy, accuracy, balanced accuracy, 
sensitivity, specificity, F1Score, area un-
der the curve (AUC), and ROC curve. 
The results of the calculations are given 
in Tables 6, 7.

Calculations showed that the random 
forest algorithm performs better in pre-
dicting success on the input data and has 
a higher accuracy of 87.1 %. 

However, compared to the accuracy of naive Bayes 
and logistic regression, the increase in accuracy is already 
16.4 % and 10.6 %. The values of the True and False classes 
obtained during the calculation of Precision and F1Score 
are given in Table 8.

Table	5
True	and	False	class	values	for	Precision	and	F1Score

Algorithm (classifier) Precision True False F1Score True False

Naive Bayes 0.771 0.77 0.48 0.775 0.78 0.47

Logistic regression 0.746 0.75 0.47 0.785 0.79 0.40

Random forest 0.779 0.78 0.72 0.849 0.85 0.50

Neural networks 0.761 0.76 0.76 0.848 0.85 0.44
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Fig.	2.	Plots	of	ROC	curves	for	models	with	algorithms:		
a	–	naive	Bayes;	b	–	logistic	regression;	c	–	neural	networks;		

d	–	random	forest
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Fig.	3.	Error	matrices	for	constructed	models		
with	algorithms:	a	–	naive	Bayes;	b	–	logistic	regression;		

c	–	random	forest;	d	–	neural	networks

Table	6

Calculations	of	values	characterizing	general		
accuracy	and	efficiency

Algorithm (classifier)
Overall 

accuracy
Accu-
racy

Sensi-
tivity

Speci-
ficity

Naive Bayes 0.707 0.841 0.716 0.687

Logistic regression 0.765 0.783 0.917 0.414

Random forest 0.871 0.875 0.950 0.687

Neural networks 0.853 0.856 0.950 0.630

Table	7

Calculations	of	values	characterizing	general		
accuracy	and	efficiency

Algorithm (classifier)
Balanced 
accuracy 

Area under the 
curve (AUC)

F1Score

Naive Bayes 0.702 0.776 0.773

Logistic regression 0.665 0.779 0.845

Random forest 0.819 0.875 0.911

Neural networks 0.790 0.859 0.900

Among the classification algorithms, the best results 
were demonstrated by the random forest, which has the best 
overall accuracy (0.875) and balance between classes. The 
random forest showed high accuracy for the True class (0.88) 
and fairly high accuracy for the False class (0.86). This 
provides a good balance between detecting positive and 
ne gative cases. The F1Score for the True class (0.911) and 
the False class (0.91) are the highest among all the con-
sidered algorithms. This shows the excellent ability of the 
model to correctly classify both positive and negative cases. 
Neural networks also performed well with accuracy for 
True class (0.86) and False class (0.85), but their F1Score 
for True (0.900) and False (0.90) class is slightly lower 
compared to Random Forest, although still high. From this 
we can conclude that neural networks do a good job of clas-
sifying both classes, but there is little difference in overall 
performance. Naive Bayes and logistic regression showed  
inferior results. Naive Bayes had an accuracy of 0.841, but 
a high False Positive Rate (0.51), indicating frequent errors 
in the classification of negative cases. Logistic regression 
also has moderate accuracy (0.783), but its results are 
less balanced. The low value of the F1Score for the False 
class (0.52) indicates difficulties in accurately classifying 
negative cases. Random Forest is the most efficient and 
balanced among the algorithms considered, providing the 
best accuracy and F1Score for both classes, making it the 
best choice for this task and the available data. To evaluate 
the ability of the models to correctly classify, considering 
different threshold values, ROC curves were constructed. 
The constructed plots of the ROC curves of the models for 
the second data set are shown in Fig. 4.

Constructed ROC curves for the considered classifi-
cation algorithms demonstrate a high level of efficiency in 
distinguishing between positive and negative cases. The ran-
dom forest achieves the highest area under the curve (0.875), 
indicating its excellent ability to classify both classes. The 
curve for the random forest is located well above the diagonal 
line, indicating high accuracy (0.875) and sensitivity (0.950).  
A high F1Score (0.911) indicates strong performance in rec-
ognizing both positive and negative cases. Neural networks 
also demonstrate a high level of performance with an area 
under the curve (0.859) showing good classification ability. 
The curve for neural networks is located above the diagonal 
line, with high sensitivity (0.950) and precision (0.856), 
which provides a high F1Score (0.900). This indicates that 
the model is effective in recognizing positive cases and 
relatively good in distinguishing negative ones. Logistic 
regression has an area under the curve (0.779), a value 
smaller than that of random forest and neural networks, 
but still shows good classification ability. The curve for the 
logistic regression will lie above the diagonal line, with high 
sensiti vity (0.917) and moderate specificity (0.414), and an 
F1Score (0.845), indicating good balance, especially for posi-

tive cases. Naive Bayes has the lowest 
area under the curve (0.776), indicating 
moderate classification ability. The curve  
for naive Bayes will lie closer to the dia-
gonal line, showing good accuracy (0.841) 
and sensitivity (0.716), but with less high 
specificity (0.687). The F1Score for Naive 
Bayes (0.773) is the lowest among the 
considered algorithms, indicating a lower 
efficiency in combining correct predic-
tions and error minimization.

Table	8

True	and	False	class	values	for	Precision	and	F1Score

Algorithm (classifier) Precision True False F1Score True False

Naive Bayes 0.841 0.84 0.51 0.773 0.77 0.59

Logistic regression 0.783 0.78 0.68 0.845 0.85 0.52

Random forest 0.875 0.88 0.86 0.911 0.91 0.76

Neural networks 0.856 0.86 0.85 0.900 0.90 0.72
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Random Forest and Neural Networks show the best 
overall performance, with high AUC and F1Score values, 
while Logistic Regression also performs well, but with less 
performance compared to Random Forest. Naive Bayes has 
the lowest results among all models, especially in the combi-
nation of accuracy and sensitivity. This result is a fairly good 
starting point, but in the process of further research, addi-
tional refinement may be needed to improve these indicators. 
Random forest is an ensemble method that usually works 
better in cases where the relationships between features and 
the original classes are more complex, non-linear, or when 
there are many features. It can automatically consider feature 
importance and make better predictions than linear models 
on complex data.

5. 3. Calculation of the influence of information about 
students’ work with video materials on the accuracy of 
models for predicting students’ success

The results of the obtained increase in values characteriz-
ing the accuracy of forecasting models between the first and 
second data sets are given in Tables 9, 10.

Table	9
Result	of	the	obtained		

increase	in	forecasting	accuracy

Algorithm (classifier)
Overall 

accuracy
Accu-
racy

Sensi-
tivity

Speci-
ficity

Naive Bayes +2.3 % +7 % –6.3 % +22.3 %

Logistic regression +8.1 % +3.7 % +8.8 % +6.4 %

Random forest +10.2 % +9.6 % +1.7 % +29.9 %

Neural networks +9.2 % +9.5 % –0.8 % +32.5 %

Table	10
Result	of	the	obtained		

increase	in	forecasting	accuracy

Algorithm (classifier)
Balanced 
accuracy 

Area under the 
curve (AUC)

F1Score

Naive Bayes +8 % +16.9 % –0.002

Logistic regression +7.6 % +15.2 % +0.006

Random forest +15.8 % +13.7 % +0.062

Neural networks +15.8 % +17.8 % +0.052

The highest increase in accuracy with a difference of 
1.8 % was shown by models with algorithms: random forest – 
87.1 % and neural networks – 85.3 %. The accuracy gain 
was almost 10 %, the balanced accuracy increased by 15 %, 
and the overall efficiency expressed by the area under the 
curve (AUC) increased by 14 %. The forecasting accuracy of 
models with naive Bayes and logistic regression algorithms 
was 70.7 % and 76.5 %, and the increase was 2.3 % and 8.1 %, 
respectively. The result shows that the addition of data on in-
teraction with video materials has a good effect on increasing 
the accuracy of prediction.

6. Discussion of results based on determining the impact 
of data on work with video materials on the accuracy of 

models for predicting students’ success

With the help of state-of-the-art technologies and ma-
chine learning, problems that have to be faced every day are 
solved. One of them is predicting the success of students 
studying at universities. In this work, it is recommended to 
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Fig.	4.	Plots	of	ROC	curves	for	models	with	algorithms:		
a	–	naive	Bayes;	b	–	logistic	regression;	c	–	random	forest;	d	–	neural	networks
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predict success using the following features: attendance, eva-
luations, and interaction with educational video materials.  
Data on interaction with video materials were obtained from 
the UVPlayer plugin integrated into the Moodle system.  
Two sets of data were used to compare the increase in accura-
cy of forecasting models by adding data on interaction with 
video materials (Tables 1, 2). The first set contained only 
data on attendance and grades. In the second set, data on 
interaction with educational video materials was added. For 
each of the sets, models were built to predict success with al-
gorithms: logistic regression, naive Bayes, random forest, and 
neural networks. And the calculated characteristics respon-
sible for the accuracy of forecasting. For the first set of data, 
the calculations are given in Tables 3, 4; for the second set of 
data, the calculations are given in Tables 6, 7. The values of 
the classes obtained during the calculation of accuracy and 
F1Score are given in Table 5 for the first set of data, and in 
Table 8 for the second data set. Error matrices for the created 
prediction models based on the first data set are shown in 
Fig. 1, and the constructed plots of ROC curves are shown 
in Fig. 2. Error matrices for the created forecasting models 
based on the second data set are shown in Fig. 3, and the con-
structed plots of ROC curves are shown in Fig. 4. Our results 
confirmed the hypothesis that additional data increases the 
accuracy of forecasting. The determination of the obtained 
increase in the accuracy of predicting success among models 
with algorithms of logistic regression, naive Bayes, random 
forest, and neural networks between two data sets is given  
in Tables 9, 10. The increase in accuracy was more than 10 %, 
the balanced accuracy increased by 15 %, and the overall 
efficiency expressed by the area under the curve (AUC) 
increased by 14 %. The study showed that models with 
random forest and neural network algorithms give better 
prediction accuracy of 87.1 % and 85.3 % on the available 
data compared to naive Bayes and logistic regression algo-
rithms whose accuracy was 70.7 % and 76.5 %, respectively. 
The smallest increase in prediction accuracy is 2.3 % in the 
model with the naive Bayes algorithm. The choice between 
random forest and neural networks often depends on the spe-
cific requirements of the problem. If simplicity and speed of 
implementation are important, and the simulation is not too 
complex, a random forest may be the best choice. If you need 
to deal with large amounts of data and complex dependences, 
neural networks can be more efficient, although they will 
require more effort and resources.

In contrast to [10], in which success prediction was per-
formed on the basis of grades received by students and [11], 
in which success prediction was performed on the basis of 
student visits, the obtained accuracy of the current model 
with video interaction data is 10 % higher. The disadvantage 
of [10] is that only grades are taken as a feature for classifica-
tion, so it may be difficult to get high accuracy when predict-
ing success at an early stage. The disadvantage of [11] is that 
although attendance is an indicator that directly affects suc-
cess, it cannot be the only sufficient factor. Even with 100 % 
attendance, a student may have low scores and fail to pass 
the session test. The obtained prediction accuracy, as in [11], 
is less than 75 %. Unlike previous works [12], the number of 
viewed videos was also used to predict success, while the ac-
curacy was higher and amounted to 96.3 %. However, it is not 
clear how exactly the number of viewed videos is calculated. 
Is there a check that the video is actually watched to the end 
and not just opened by the student? The model shows high 
accuracy, but it is not clear what the prediction result would 

be at an early stage. Unlike previous work [13], success pre-
diction was performed on the activity log database, neural 
networks achieved the highest classification accuracy of 90 %. 
The disadvantage is that most of the presented data from the 
activity log about users does not convey information about 
the actual interaction of the user with them. And only the 
very fact of switching to an activity or opening it, for example, 
viewing a task. But a review is not proof of an attempt to solve 
a specific task. In the current work, the data on interaction 
with video materials, on the contrary, clearly show the aspects 
of the user’s interaction with the video during the viewing 
process. In contrast to previous works, in [14] the following 
features were used to predict success: email communication, 
joint content creation using a wiki, content interaction mea-
sured by file views, and self-assessment using online tests.  
As a result, the model predicted success with a high accuracy 
of 98.3 %. The obtained accuracy is also confirmed by the 
built ROC curve and the value of the calculated area under 
the curve (AUC) is 98.9 %. This highlights the fact that data 
relevant to the actual interaction can significantly improve 
the resulting model prediction accuracy. In work [15], as well 
as in [10, 11], student evaluation data were used to predict 
student success. But unlike previous studies, this one took 
into account data from 3 courses, which contributes to more 
accurate prediction of the model. This suggests that the more 
data for a longer period of time, the more accurate the model 
can be. Work [16] gives the results of research on the deve-
lopment of accurate prediction of the results of the course 
completion by students. Unlike previous studies, this study 
considered demographic, assessment, and student interaction 
data to provide comprehensive predictions. The obtained ac-
curacy of classification of models for 2 classes was more than 
90 % and more than 70 % for four classes. This predictive 
approach provides insight into course student outcomes, of-
fering valuable information to improve student engagement 
in online learning environments.

A distinctive feature of this work compared to [10–16] 
is the use of additional data on actual interaction with edu-
cational video materials. The very fact of opening an educa-
tional resource, for example viewing a lecture or an exercise, 
is not proof of an attempt to solve a specific task.

The limitation of our research is that students’ work with 
educational materials should be carried out mainly within 
the framework of LMS and recorded in the database. That is, 
there should be a direct relationship between the intensity of 
students’ work and the number of their actions in the LMS.

The disadvantages of the study are:
– a lack of the possibility to take into account specific 

features of disciplines;
– a lack of the possibility to take into account the basic 

level of students’ knowledge.
In both cases, approximately the same performance in-

dicators of students in LMS can correspond to significantly 
different results of knowledge assessment, which will reduce 
the accuracy of the models.

Further development of the research involves reducing 
the impact of shortcomings and limitations, namely:

– expansion of data sets for model training through the 
use of information on intermediate results of knowledge 
assessment;

– introduction of parameters characterizing the features 
of the disciplines into the data for model training;

– checking the accuracy of predicting success using other 
types of models.
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It is also planned to improve the developed UVPlayer 
plugin for the Moodle system, in particular, to save more de-
tailed information about students’ work with video materials.

7. Conclusions 

1. Our calculations showed that the random forest algo-
rithm performs better in predicting success and has a higher 
accuracy of 76.9 %. However, compared to the accuracy of 
naive Bayes and logistic regression, the increase in accuracy 
is already 8.5 %.

2. The calculations demonstrated that the random forest 
algorithm performs better in predicting success on the input 
data and has a higher accuracy of 87.1 %. However, compared 
to the accuracy of naive Bayes and logistic regression, the 
increase in accuracy is already 16.4 % and 10.6 %.

3. The highest increase in accuracy with a difference of 
1.8 % was shown by models with algorithms: random forest – 
87.1 % and neural networks – 85.3 %. Accuracy increased 
by 10 %, balanced accuracy increased by 15 %, and overall 
efficacy expressed as area under the curve (AUC) increased 
by 14 %. Whereas the forecasting accuracy of models with 
naive Bayes and logistic regression algorithms was 70.7 % 
and 76.5 %, and the increase was 2.3 % and 8.1 %, respective-
ly. Our result shows that the addition of data on interaction 

with video materials has a good effect on increasing the ac-
curacy of prediction.
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