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The object of study is a solution for early skin dis-
ease diagnosis by integrating hybrid deep neural net-
works – EfficientNetB7 for Classification and YOLOv8 
for detection. The system is designed to classify five skin 
conditions: Melanoma, Basal Cell Carcinoma (BCC), mel-
anoma is a type of skin cancer that originates from mela-
nocytes, the cells that produce skin pigment, Melanocytic 
Nevi (NV) Melanocytic nevus is a mole or dark spot on 
the skin formed due to the accumulation of melanocytes, 
Benign Keratosis-like Lesions (BKL) is a term for a group 
of skin changes that resemble keratosis but are non-can-
cerous, and Seborrheic Keratoses and other benign tumors 
to enhance the health diagnostics. The problem to be solved 
in this study revolves around improving early and accurate 
skin disease diagnosis, particularly in resource-limited or 
underserved areas and the lack of Accessible Diagnostic 
Tools and Low Efficiency of Current Diagnostic Methods. 
The study highlights EfficientNetB7's classification accura-
cy at 94 % and YOLOv8's means average precision (mAP) 
of 0.812 for detection. This hybrid system processes skin 
images efficiently, providing classification and detection 
outcomes with consistent performance in multiple tests. 
The results demonstrate that the EfficientNetB7 model 
achieved an accuracy of 94 % on test data, while YOLOv8 
delivered a detection performance with a mean average 
precision (mAP) of 0.812. The web-based system efficient-
ly processed skin images and provided classification and 
detection outcomes.

Furthermore, integrating EfficientNetB7 and YOLOv8 
allowed the skin disease detection system to classify five 
different diseases and assess malignancy risk. The systems 
are portable and can be used with minimal setup, making 
them practical for real-world diagnostic use. The Scope 
and Practical applications are designed for accessibility in 
resource-limited settings. The website-based skin disease 
detection tool provides a user-friendly platform accessible 
to the public and healthcare providers, especially in under-
served areas. Each application's high accuracy and ease of 
use make them viable aids in early diagnosis, potentially 
improving healthcare access
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1. Introduction

Skin diseases are a common health issue faced by Indone-
sian society, with various types, such as dermatitis, measles, 
and psoriasis, and are often difficult to diagnose accurately 
without the help of medical professionals [1]. Limited access 
to healthcare services, especially in remote areas, makes the 
need for early diagnosis tools for skin diseases increasingly 
urgent. Convolutional Neural Networks (CNNs) are artifi-
cial neural network (ANN) architecture designed specifi-
cally for processing grid-like data, such as images or signals, 
has demonstrated its effectiveness in image classification, 
particularly within the realm of dermatology [2]. Several 
studies have demonstrated the success of using CNNs to 
classify various skin diseases with high accuracy. However, 
most previous research has tended to focus on classifying 
a small number of skin disease types. This study aims to 
develop and implement an image detection and classification 

model using Hybrid Deep Neural Network (HDNN) for 
five different types of skin diseases: Melanoma, Basal Cell 
Carcinoma (BCC), Melanocytic Nevi (NV), Benign Ker-
atosis-like Lesions (BKL), and Seborrheic Keratoses and 
other Benign Tumors.

Additionally, the model is designed to detect whether 
the disease falls into the cancer category to enhance the effi-
ciency and effectiveness of model development. This research 
applies Transfer Learning Hybrid techniques using Effi-
cientNetB7 and YOLOv8 architectures. The model imple-
mentation uses Tensorflow and Ultralytics, with datasets ac-
cessed through the Kaggle and Primary Data platform and 
observation results. The results of this study are expected to 
improve the ability to diagnose skin diseases early, especially 
in coastal areas with limited access to healthcare services. 
Furthermore, the developed model will be integrated into 
a website as an easily accessible user interface, making it an 
effective tool in the initial diagnosis process of skin diseases.

Copyright © 2024, Authors. This is an open access article under the Creative Commons CC BY license
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black, big melanoma, or red-black nevus. All this suggests that 
it is advisable to conduct a study on Some future approaches 
that can be proposed, which would be to change the type of 
color to another to fix the same color problem in skin diseases 
color in the system. The advantages of this paper are that the 
architecture has 11 times fewer parameters and 4 times fewer 
hidden layers, achieving an accuracy of 0.86 and a diagnosis 
30 times faster compared to InceptionResNetV2. Meanwhile, 
the disadvantage of this paper is that the model is not yet able 
to distinguish melanoma and black nevus effectively, as in some 
cases, the melanoma and nevus images have the same lesion size 
and color.

The paper [12] introduces a cancer detection model with 
an accuracy of 87.72 % and a sensitivity of 92.15 %. Howev-
er, it faces unresolved challenges in distinguishing between 
benign and malignant skin cancer cases and managing the 
large number of features generated after extraction. These 
challenges likely stem from limitations in the dataset and the 
depth of the features used. A potential solution is to combine 
deeper feature extraction with additional data informed by 
human expertise, as demonstrated in [13], where appropriate 
features were added to improve the model’s performance. 
Despite these limitations, the research highlights how such 
technologies can address gaps in medical services, enhance 
disease detection rates, and contribute to better health out-
comes, particularly for populations with limited access to 
healthcare. Future studies could examine the effectiveness of 
AI-driven diagnostic tools in improving healthcare accessibil-
ity, especially in underserved areas. Furthermore, integrating 
these tools into existing healthcare systems can help identify 
best practices for implementation, ensuring technological 
advancements deliver meaningful benefits to communities 
in need. The strengths of this study lie in its use of ensemble 
learning and deep learning techniques, which achieve high 
accuracy and sensitivity through transfer learning and feature 
selection, resulting in an accuracy of 87.72 % and a sensitivity 
of 92.15 %. However, its primary drawback is its limitation in 
distinguishing between different skin cancer types and the 
excessive number of features after extraction.

The paper [14] introduces a classification/diagnosis mod-
el that leverages expert knowledge and represents it seman-
tically in a hierarchical structure. The model achieved an 
accuracy of 87.25±2.24 % on a test dataset of 1067 images. 
The semantic summarization of diagnosis scenarios offers 
potential for further algorithm improvement, supporting the 
development of future computer-aided decision-making sys-
tems. However, unresolved challenges remain, particularly 
in integrating more human expertise into the algorithms 
and utilizing result analysis to refine the approach further. 
Additionally, the study aims to make the system more scal-
able by handling larger datasets and accommodating various 
diseases and image types. These challenges stem from the 
inherent difficulty of practically increasing the dataset size 
and disease diversity. Addressing these issues requires on-
going efforts, such as expanding datasets and incorporating 
additional disease types, as demonstrated in [15], which in-
creased the combination of features used. Further analysis is 
necessary to explore new feature combinations and broaden 
the range of diseases for diagnosis. This highlights the need 
for studies on advancing medical diagnostics, ensuring solu-
tions are effective and practical for broader audiences and 
early detection system implementations. The strengths of 
this study lie in its ability to diagnose four skin diseases from 
dermoscopy results, achieving an accuracy of 87.25±2.24 % 

Rapid technological and scientific progress continues to 
tackle complex issues across various domains, yet specific crit-
ical topics demand further attention due to their direct impact 
on health, societal well-being, and sustainable development. 
One such area is AI-driven diagnostic tools for early disease 
detection, which addresses the global need for accessible 
healthcare solutions, particularly for underserved populations 
in remote regions. Given the significant growth in demand 
for efficient and cost-effective medical diagnostics, this topic 
has become central to both public health strategies and tech-
nological innovation. As modern lifestyles and population 
growth contribute to rising health challenges, practical diag-
nostic tools are increasingly necessary to prevent and manage 
diseases promptly. For instance, the prevalence of skin dis-
eases and infections, particularly in underserved areas, has 
highlighted the urgent need for diagnostic technologies that 
are both accessible and accurate. Although recent advances 
have introduced new methodologies, significant gaps remain 
in providing scalable, field-ready solutions. The absence of 
such tools poses risks for communities lacking access to tradi-
tional healthcare facilities, underscoring the pressing need for 
research and development in this field [1–3].

Research in this area is highly relevant, as the potential 
applications of new diagnostic tools extend far beyond individ-
ual health benefits [4–6]. Outcomes from studies in AI-driven 
diagnostics can impact public health policies, enable cost-effec-
tive screening, and support healthcare providers in delivering 
timely interventions. Furthermore, advancements in this field 
are crucial to achieving broader healthcare goals, such as reduc-
ing the burden of preventable diseases and promoting health 
equity [7, 8]. To fully understand the current state and poten-
tial of this field, it is essential to analyze existing literature [9]. 
Further research can strategically address unresolved aspects 
of AI-driven diagnostics and its applications by identifying 
what has been accomplished and pinpointing unaddressed 
areas. Therefore, research on developing and refining AI-based 
diagnostic systems is timely and essential [4, 10, 11]. It address-
es critical healthcare needs, supports the advancement of sci-
entific knowledge, and holds promise for substantial real-world 
impact in public health and beyond [12].

2. Literature review and problem statement 

The paper [11] presents classification using Inception-
ResNetV2 with Soft-Attention and the new loss function and 
gives 90 percent accuracy, mean of precision, F1-score, recall, 
and AUC of 0.81, 0.81, 0.82, and 0.99, respectively. Besides, 
using MobileNetV3Large combined with Soft-Attention and 
the new loss function, even though the number of parameters 
is 11 times less and the number of hidden layers is 4 times less, 
it achieves an accuracy of 0.86 and 30 times faster diagnosis 
than InceptionResNetV2. However, there were unresolved 
issues related to the proposed method, and others still face the 
problem of badly distinguishing between melanoma and black 
nevus because, in some cases, the melanoma and the nevus 
image have the same lesion size and color. The reason for this 
may be the objective difficulty associated with this research, 
which is that the running time is quite high, and the proposed 
method is not lightweight and requires strong memory to an-
alyze it. A way to overcome these difficulties is to improve the 
system’s performance using a graphics processing unit (GPU) 
and a stable system. This approach was used in [12] to improve 
the system. However, this problem is invalid for the complex 
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on a robust test dataset. However, its primary limitation is 
the lack of practicality, as the available data constrain the 
model and cannot accommodate additional disease types.

The paper [16] presents a new framework for automated 
disease skin diagnosis. Pursuing the goal of improving the 
performance of existing systems, unresolved issues emerged 
related to the approach’s ability to outperform existing 
methods in this task, including improving the balanced 
accuracy (BACC) of the best-compared method from 77 % 
to 86 %. The approach also attempts to bring more trans-
parency to the decision process.” The objective difficulty 
maybe because it makes relevant research impractical. A way 
to overcome these difficulties can be to focus on two main 
directions. The first direction is to improve the predictive 
performance of the framework, with a particular focus on 
reducing false negative rates and mitigating class imbalance 
issues. The second direction will be to perform a large-scale 
clinical validation of the approach. This approach was used 
in [17] to improve mitigating class imbalance data. However, 
improving the system’s performance requires more in-depth 
and accurate observation in data collection. All this sug-
gests that conducting a study at this stage is advisable. The 
system has great potential for use in actual clinical settings 
as a training tool for novice dermatologists in datasets. The 
advantages of this paper are that the model can identify 
decision options for Dermatoscopic Skin Lesions as a poten-
tial solution and provides a new framework for automated 
melanoma diagnosis. Meanwhile, the disadvantage is that 
the balanced accuracy (BACC) still needs to be improved.

The paper [18] presents the convolutional and deep-learn-
ing neural networks combined with fuzzy clustering or 
World Cup Optimization algorithms in analyzing derma-
toscopic images. This study shows that All of them require 
an ABCD (asymmetry, border, color, and differential struc-
tures) algorithm and its derivates (in combination with the 
ABCD algorithm or separately). Also, they require a large 
dataset of dermatoscopic images and optimized estimation 
parameters to provide high specificity, accuracy, and sensi-
tivity, which can significantly facilitate and improve the lev-
el of accuracy and timeliness of diagnostics. However, there 
were unresolved issues related to improving the approach to 
optimize the architecture model and image Recognition in 
the model neural network to improve the level of accuracy 
and timeliness of diagnostics. This unsolved problem may 
be because of objective difficulties associated with creating 
a combination of architectural models. A way to overcome 
these difficulties is to use neural networks to evaluate fea-
tures that might be unavailable to the naked human eye. 
Despite that, there is a need for more datasets to confirm 
those statements. Machine learning has become a helpful 
tool in diagnosing skin diseases, especially melanoma. This 
approach was used in [19] to improve data and hybrid ar-
chitecture Systems for recognizing Pigmented Skin Lesions 
with Fusion and Analysis of Heterogeneous. However, a 
more in-depth study and systematic experimentation are 
needed to prove the analysis. All this suggests that conduct-
ing a study on the Analysis of Early Detection Models using 
Neural Network specialists in diagnosing skin diseases with 
Heterogeneous data is advisable. The advantages of this pa-
per are that it finds that the comparison method requires the 
ABCD algorithm (asymmetry, border, color, and differential 
structures) and its derivatives (either in combination with the 
ABCD algorithm or separately) and a large dataset to improve 
accuracy and timeliness of diagnosis. Meanwhile, the disadvan-

tages of this paper are the suboptimal architecture model and 
image recognition in the neural network model used.

The paper [20] detects cutaneous cancer with deep learn-
ing, which has been challenging because various anatomic 
structures create curves and shades that confuse the algorithm 
and can potentially lead to false-positive results. This study 
shows that to evaluate whether an algorithm can automatically 
find suspicious areas and predict the likelihood of a malignant 
lesion. Region-based convolutional neural network technology 
created 924 538 possible lesions by extracting nodular benign 
lesions from 182 348 clinical photographs. After manually or 
automatically annotating these possible lesions based on image 
findings, convolutional neural networks were trained with 
1 106 886 image crops to locate and diagnose cancer. However, 
there were unresolved issues related to improving the approach 
comparing benign and malignant skin diseases annotated with 
their diagnoses and locations, assessing the algorithm’s perfor-
mance on individuals of different races/ethnicities, and addi-
tional validation with malignant melanoma. Further, a compar-
ison with the thoroughly mined model is made. This unsolved 
problem may be because of objective difficulties in obtaining 
skin disease datasets, both benign and malignant lesions that 
have been annotated, and their layout locations. A way to 
overcome these difficulties can be to measure the algorithm’s 
performance, compare the algorithm with existing algorithms, 
and conduct testing with several conditions and validation. 
This approach was used in [21] with classification with vari-
able Nonlinear validation and Activation Functions. However, 
the models have been trained in only six different nonlinear 
activation functions, allowing to train the model using other 
nonlinear functions. All this suggests that it is advisable to 
carry out validation and testing using various validations of the 
obtained datasets so that the model quality improves. The ad-
vantage of this paper is that the model can automatically eval-
uate and identify suspicious areas and predict the likelihood 
of a lesion being malignant. The region-based convolutional 
neural network technology created 924,538 possible lesions 
by extracting nodular benign lesions from 182,348 clinical 
photos. Meanwhile, the disadvantages of this paper are that the 
model is not yet optimal in diagnosing and locating lesions, as 
well as evaluating the algorithm’s performance on individuals 
from different races/ethnicities, and additional validation with 
malignant melanoma is needed.

The paper [22] studies an ensemble approach for melano-
ma classification, starting with using U-net to segment lesion 
areas in images. This segmentation generates lesion masks that 
help resize images, focusing on the lesions. Next, five advanced 
classification models are employed to analyze dermoscopy 
images, incorporating squeeze-excitation blocks (SE blocks) 
to enhance the extraction of critical features. Finally, a nov-
el ensemble network is proposed to effectively combine the 
classification outputs from these five models. However, the 
approach faces limitations in developing more effective clas-
sification methods that account for the unique characteristics 
of dermoscopy images and their interrelationships. These 
challenges are primarily attributed to dataset-related difficul-
ties, particularly in preprocessing, as experimental findings 
show that segmentation significantly boosts classification 
accuracy. Overcoming these limitations requires improving 
preprocessing techniques for segmented dataset images and 
optimizing training and inference models for efficiency. For 
instance, [23] demonstrated a practical approach by pruning 
and expanding neural networks to improve computational ef-
ficiency. However, precision is prioritized in medical diagnosis 



Eastern-European Journal of Enterprise Technologies ISSN 1729-3774	 6/9 ( 132 ) 2024

74

over computational costs, and the proposed cascaded model 
requires additional computations due to its feature extraction 
step, making it more resource-intensive than standard Con-
vNet models. This model suggests that expanding the dataset 
and refining training processes with advanced functionalities 
are crucial for improving outcomes.

Additionally, further research on early detection models 
for skin diseases is highly recommended. The main strength of 
this study is its ability to enhance feature extraction and pro-
pose an ensemble network that integrates results from multiple 
classification models. On the other hand, its drawbacks include 
a limited focus on the characteristics of dermoscopy images and 
their class relationships, mainly due to dataset challenges.

Despite advances in deep neural network learning tech-
niques for skin disease classification, critical gaps remain in 
classifying similar skin disease types. This challenge is com-
pounded by dataset diversity and size limitations, leading to 
model generalization and performance issues across demo-
graphic groups. Furthermore, integrating human knowledge 
into these models is often inadequate, resulting in suboptimal 
decision-making processes. Furthermore, the complexity and 
computational demands of existing models hinder their practi-
cal standardization in clinical settings, while the high dimen-
sionality of the feature set constrains the training model and 
increases the risk of overfitting.

3. The aim and objective of the study

The study aims to develop and determine an effective 
early detection model for skin diseases using a hybrid deep 
neural network. This paper will enhance health indepen-
dence in coastal communities by enabling early diagnosis 
and intervention, especially in supported healthcare pro-
viders and the public in underserved areas, enabling timely 
interventions and potentially improving health outcomes.

To achieve this aim, the following objectives are accom-
plished:

– to collect and analyze data on skin disease prevalence 
in coastal communities to ensure the model’s relevance and 
specificity;

– to determine the step for developing a hybrid deep neu-
ral network model tailored to detect common skin diseases 
accurately in coastal populations;

– to evaluate the effectiveness of the model in a real-world 
setting, assessing its accuracy, ease of use, and impact on 
community health outcomes;

– to develop and determine user-friendly tools that allow 
healthcare workers and community members to utilize the 
model effectively for early skin disease detection.

4. Materials and methods 

The object of the study is 
the skin disease classification 
with a particular focus on the 
differences between melano-
ma, Basal Cell Carcinoma, 
Melanocytic Nevi, Benign 
Keratosis-like Lesions, Sebor-
rheic Keratoses, and Benign 
Tumors. The subject of the 
study is the development and 

evaluation of a skin disease classification system that uti-
lizes the Hybrid Deep Neural Network technique to differ-
entiate and classify various types of skin diseases in coastal  
areas.

The central hypothesis of this study is that an inte-
grated skin lesion classification system, which combines 
neural network algorithms with human expert knowledge 
and utilizes a diverse and balanced dataset, will sig-
nificantly help improve the efficiency in distinguishing 
between melanoma and benign skin lesions compared to 
current models.

The assumptions made in the study are: 
– data quality and diversity. It is assumed that the 

dataset used for training and testing the classification 
system is diverse and representative of the various skin 
conditions and demographic characteristics found in 
coastal areas;

− model generalization. It is assumed that the developed 
HDNN model will generalize well to new, unseen data, 
maintaining high accuracy in real-world applications;

− effectiveness of expert knowledge. It is assumed that 
incorporating human expert knowledge into the classifi-
cation process will enhance the model’s decision-making 
capabilities and improve diagnostic performance;

− feature relevance. It is assumed that the features se-
lected for the classification process are relevant and con-
tribute meaningfully to the differentiation of skin lesions.

Simplifications adopted in the study are: 
− focus on specific skin conditions. This study ad-

dressed the classification task by concentrating on a small 
number of skin conditions rather than attempting to clas-
sify all possible skin lesions;

− controlled data environment. This study was able to 
ensure a controlled environment for data collection, where 
consistency of dermatoscopic image quality was ensured, 
particularly in coastal areas, thereby minimizing variabil-
ity in image quality;

− limited demographic coverage. This study may have 
initially focused on a specific demographic group in a 
coastal area, with plans to expand the analysis to a more 
diverse population in future studies;

− assumption of uniformity in image acquisition. It 
was assumed that the images used in this study were 
acquired using the same technique and equipment, which 
may not account for variations in imaging protocols.

In this research, several stages will be carried out, as 
seen in Fig. 1.

This study developed an application system to classify 
and detect skin diseases using the Hybrid Deep Neural Net-
work combination EfficientNetB7 and YOLOv8 methods. 
Furthermore, there are several steps taken as follows: 

 
 
  

Start Data collection Data 
preprocessing 

Design a hybrid 
deep neural 

network model

Implementation 
of a hybrid model 
for training and 

data testing 

Develop and 
determine user-
friendly tools 

based on models 

Testing and 
evaluate the 

effectiveness of 
the model

Finish 

Fig. 1. Methodology research
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1. Data Collection. The dataset used for classifying and 
detecting skin diseases was obtained from the Kaggle plat-
form, and data was directly collected from the research loca-
tion in the coastal area in the form of image data. Field data 
was collected through direct photography of individuals in 
the coastal area.

2. Data Preprocessing. This stage is important in de-
veloping a model to classify and detect skin diseases. The 
image data taken from the Skin Diseases Image Dataset is 
imported into the programming environment. This data 
includes images from five previously selected skin disease 
classes. Next, data annotation is performed, where several 
image samples from the loaded dataset are selected and 
annotated using the Roboflow platform. The annotation 
process involves adding bounding boxes and labels to the 
images to define specific areas indicating skin or non-skin 
diseases. Then, image resizing is performed, where each im-
age is resized to consistent dimensions to ensure all images 
have the same size. The chosen size corresponds to the in-
put requirements of the EfficientNetB7 and YOLOv8 mod-
els: 224×224 pixels for EfficientNetB7 and 640×640 pix-
els for YOLOv8. Next, normalization is carried out to 
transform the pixel values of the images into the range  
of [0, 1]. The next step is data augmentation to increase the 
variation in the dataset and help reduce overfitting, using 
techniques such as Rotation Range, Width Shift Range, 
Height Shift Range, Shear Range, Zoom Range, Horizon-
tal Flip, and Fill Mode. Finally, the data is split into Train-
ing, Validation, and Testing datasets.

3. Design a hybrid deep neural network:
– input layer: adjusted to the dimensions required by 

EfficientNetB7 to accept images at a specific resolution;
– pre-trained model usage: utilizing the EfficientNetB7 

model on the ImageNet dataset to leverage strong feature 
representations;

– layer adjustment: adding classification layers such as 
dense layers with appropriate activation functions, such as 
ReLU for non-linearity;

– regularization: adding regularization techniques such 
as dropout to prevent overfitting in the model;

– output layer: using a softmax layer to generate class 
probability distributions;

– compile: the model is then compiled using the Adam 
optimizer, the categorical_crossentropy loss function, and 
the evaluation metrics mentioned earlier;

– dataset configuration setup: prepare the data. yaml 
configuration file, which defines the path to the training, 
validation, and testing data directories;

– YOLOv8 model initialization: load the appropriate 
YOLOv8 model, such as YOLOv8m (medium), which can be 
used for object detection.

4. Implementation of a Hybrid Model for Training and 
Data Testing:

– model initialization: the YOLOv8 model is initialized 
with predefined parameters. This model includes selecting 
the pre-trained YOLOv8m (medium) model as the starting 
point for training;

– hyperparameter settings mode: set the mode to “train” 
to begin the model training. These parameters direct 
YOLOv8 to run the training on the prepared dataset;

– learning rate: 0.0001, this affects how large the steps 
the model takes in updating weights during training;

– patience: 10, this determines the number of epochs to 
go through without significant improvement in the moni-

tored metric (usually loss) before reducing the learning rate 
or stopping the training;

– batch size: 16; choose the optimal batch size for train-
ing the detection model. Larger batch sizes can help the 
model learn object detection better but require more memo-
ry. The batch size is typically adjusted based on GPU capac-
ity and the dataset;

– Number of epochs: 40, the number of complete iterations 
through the entire dataset. Ensure the number of epochs is 
sufficient for the model to learn from the data without over-
fitting;

– dropout: 0.15, apply dropout to reduce the risk of 
overfitting. Dropout prevents the model from becoming too 
reliant on specific features by randomly turning off neurons 
during training;

– model storage: the trained model is saved for use in the 
next stage, which implements the website-based detection 
and classification system.

5. Develop and determine user-friendly tools based on 
models.

In the design of tools based on the model, “hardware” 
refers to the physical components of the machine that form 
the system running the program. The components for in-
put, processing, output, and application experiments form 
the hardware system, which includes 8 GB DDR4 RAM,  
2 GB DDR5 Nvidia VGA, 128 GB SSD, and a 500GB hard 
drive. Testing and evaluating the effectiveness of the model. 
After the model is trained, the next step is to evaluate it to 
ensure its performance. This model evaluation is carried 
out during the validation and testing processes using the 
validation and testing datasets: 80 % of the data for train-
ing (4000 data), 10 % for validation (500 data), and 10 % for 
testing (500 data). 70 % of the data for training (3500 data), 
15 % for validation (750 data), and 15 % for testing (750 data). 
50 % of the data for training (2500 data), 25 % for validation 
(1250 data), and 25 % for testing (1250 data).

5. Results of research of early detection models for skin 
diseases using hybrid deep neural network

5. 1. Data on skin disease prevalence in coastal com-
munities to ensure the model’s relevance and specificity 

The dataset for this study was sourced from a combina-
tion of the Kaggle and Observation data in the Coastal Area. 
Platform focusing on five distinct classes of skin diseases 
relevant to this research:

– melanoma: the most dangerous type of skin cancer 
occurring in melanin-producing cells;

– basal cell carcinoma (BCC): a common type of skin 
cancer often caused by excessive sun exposure;

– melanocytic nevi (NV): small spots or generally be-
nign moles;

– Benign keratosis lesion (BKL): typically, harmless 
skin lesions resembling keratosis;

– seborrheic keratoses and other benign tumors: benign 
skin tumors commonly found in the elderly.

The dataset comprises 5000 images for the classification 
task, with 1000 images allocated to each class. This balanced 
distribution ensures the classification model is trained uni-
formly across all skin disease categories. The breakdown of 
images per class is shown in Table 1.

The dataset includes 3000 images categorized into cancer-
ous and non-cancerous groups for the object detection task, 
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with 1500 images allocated for each class. This dataset ensures 
a balanced dataset for training the detection model. The dis-
tribution of images for the detection task is detailed in Table 2.

Table 1

Classification data

Class Number of images
Melanoma 1000

Basal cell carcinoma (BCC) 1000
Melanocytic nevi (NV) 1000

Benign keratosis-like lesions (BKL) 1000
Seborrheic keratoses and benign tumors 1000

Total 5000

Table 2

Detection data with Yolo

Class Number of images
Cancer 1500

Non-cancer 1500
Total 3000

Data preprocessing. The data preprocessing steps 
are crucial for optimizing the model’s training and eval-
uation. The following steps are conducted:

– loading data: importing images from the dataset 
into the programming environment;

– data annotation: annotating sample images using 
a platform like Roboflow, which involves labeling and 
defining bounding boxes for cancerous and non-cancer-
ous areas;

– resizing: adjusting images to a consistent size suit-
able for the model input;

– normalization: transforming pixel values to a range 
of [0, 1] for faster model convergence;

– data augmentation: implementing techniques such 
as rotation, shifting, shearing, zooming, and flipping to 
increase data variability;

– Split data: divide the dataset into training, valida-
tion, and testing sets. 

Model Development and Training. The models for 
classification and detection of skin diseases are built 
using the following approaches Classification Model 
(EfficientNetB7):

– installation of necessary packages, for example, 
Tensorflow;

– input layer adjustment, use of a pre-trained model, 
and regularization techniques to avoid overfitting;

– compile the model with appropriate optimizers and 
loss functions;

– detection model (YOLOv8):
1) installation of the Ultralytics package and setup of 

dataset configurations for training;
2) initializing the YOLOv8 model for object detec-

tion;
3) set the model parameters, for example, mode, ep-

ochs, dropout, etc.
After going through the data preprocessing stage, 

the next stage is the classification and detection model 
development stage. The model development stage uses 
the Tensorflow library for classification and Ultralytics 
for detection. The classification model is trained using 
training and validation data with epochs of 15, then 
callbacks such as ReduceLROnPlateau and EarlyStop-

ping from TensorFlow. Keras. Callbacks manage the learning 
rate and stop training early if specific criteria are met. Model 
training stage for classification and detection. At this stage, 
the model is trained with different train, test, and validation 
data sharing scenarios to assess performance comprehensively, 
namely (8:1:1), (7:1.5:1.5), and (5:2.5:2.5). Evaluation is car-
ried out by assessing model performance through accuracy, 
precision, recall, F1-score, and mean average precision (mAP) 
metrics for object detection.

 

 

 
  

Fig. 2. Result model



77

Information and controlling system

Based on the results from the model comparison, Model 1 
in Fig. 2 (with an 8:1:1 data split) proved to be the best, achiev-
ing an accuracy of 95.41 % on the training data, 95.40 % on the 
validation data and 94 % on the testing data, demonstrating 
stability and good generalization capability.

5. 2. Determination of the step for developing a hybrid 
deep neural network model tailored to detect common 
skin diseases accurately in coastal populations

The step section of the hybrid neural network model de-
signed to detect common skin diseases in coastal populations, 
there are several stages carried out as follows:

1. Classification model training:
– model initialization: the EfficientNetB7 model that has 

been built is initialized with initial parameters. This includes 
the setup of the added classification layers, such as a dense layer 
with ReLU activation function and an output layer with soft-
max. Hyperparameter Settings;

– learning rate: 0.001, which can be adjusted during train-
ing to ensure good convergence. The learning rate can be itera-
tively changed to improve model performance;

– batch size: 16; choose an appropriate batch size for train-
ing. A larger size increases the stability of training but requires 
more memory;

– number of epochs: 15, set a sufficient number of epochs 
for model training.

2. Using callbacks:
– reduce LROn plateau: this callback automatically reduc-

es the learning rate when the monitored metric does not show 
improvement. This helps the model fine-tune as it approaches 
convergence;

– model checkpoint: this callback saves the model at spe-
cific intervals or when the best performance metric is achieved 
during training. It ensures researchers can save the best-per-
forming model and avoid losing training progress;

– early stopping: this callback stops training if there is no 
improvement in the validation metric after a specified number 
of epochs. This helps prevent overfitting and reduces unneces-
sary training time;

– model training: the model is then trained using the pre-
pared training and validation data. During training, the model 
updates its weights to minimize the loss function while moni-
toring performance metrics;

– model storage: the trained model is saved for use in the 
next stage, implementing the web-based detection and classi-
fication system.

3. Detection model training:
– model initialization: the YOLOv8 model is initialized 

with predetermined initial parameters. This model includes se-
lecting the pre-trained YOLOv8m (medium) model to be used 
as the starting point for training;

– hyperparameter settings:
1) mode: set mode to train to start model training. This 

model directs YOLOv8 to run training on the prepared dataset;
2) learning rate: 0.0001, this affects how large the step the 

model takes in updating weights during training;
3) patience: 10, this determines the number of epochs that 

must pass without significant improvement in the monitored 
metric (usually loss) before the learning rate is reduced or 
training is stopped;

4) batch size: 16, choose the optimal batch size for training 
the detection model. A larger batch size can help the model learn 
object detection better but requires more memory. The batch size 
is typically adjusted based on GPU capacity and dataset size.

5) the number of epochs is 40, the number of complete 
iterations through the entire dataset. Ensure the number of 
epochs is sufficient for the model to learn from the data without 
overfitting;

6) dropout: 0.15, apply dropout to reduce the risk of over-
fitting. Dropout prevents the model from relying too much 
on specific features by randomly turning off neurons during 
training;

– model storage: the trained model is saved for use in 
the next stage, which is an implementation in the web-based 
detection and classification system. To design a hybrid 
deep neural network model tailored to detect common skin 
diseases accurately in coastal populations. The detection 
model was evaluated on two datasets, consisting of 1,500 
and 3,000 images, respectively. The model was trained over 
40 epochs with a learning rate of 0.0001. The key evaluation 
metric used to assess detection performance was the mean 
Average Precision (mAP).

Hybrid deep neural networks YOLOv8 and EfficientNetB7 
have similarities in classification, as both utilize convolutional 
neural networks (CNN). However, their purposes differ. Ef-
ficientNetB7 is used for image classification, while YOLOv8 
is used for object detection. Both processes include several 
important stages; feature extraction is extracting features from 
input images through convolutional layers. For example, there 
is an image of a skin disease sized 6×6 pixels (36 pixels) with a 
grayscale color scale. Once the kernel and stride parameters are 
determined, such as a 3×3 kernel and a stride of 1, the kernel is 
applied to the image to perform the convolution operation. The 
stride determines how far the kernel (filter) moves across the 
input image during the convolution operation. At each convo-
lution step, the kernel performs a dot product operation on the 
part of the image covered by the kernel, following the stride val-
ue until all pixels have been processed. This feature map allows 
the model to learn different feature representations from the 
image, which are then used for tasks such as object classifica-
tion by EfficientNetB7 or object detection by YOLOv8. After 
pooling, the result is a feature map with lower resolution but 
with important summarized information. For example, after 
max pooling, a 2×2 matrix is obtained as a result:

3 4
Matrix�after� � � ,

6 5
max pooling

 
=  

 

 

Where this matrix is then further processed depending 
on the model’s task.

Image classification:
1) flattening: next, the 2×2 matrix is flattened into a 

one-dimensional vector: 

Flattened vector=[3, 4, 6, 5];

2) fully connected layers: at this stage, the flattened vector 
is then fed into the fully connected layers using the formula: 

z=Wx+b, 

where:
– W is the weight matrix that connects each element of the 

flattened vector to the neurons in the fully connected layer;
– x is the flattened vector obtained from the feature map 

flattening;
– b is the bias added for each neuron in the fully con-

nected layer;
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– z is that layer’s output, typically followed by an activa-
tion function such as softmax. This function determination 
is also following research [24, 25].

The weights and biases in the artificial neural network 
are automatically optimized during the training process. For 
example, since this classification has five classes, the weights 
W (of size 5×4) and the biases b (of size 5×1) can be given as:
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Then, it is possible to calculate z value using the formula:
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Next, add the bias value:
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Each element in the vector z represents each class:
– score for Class 1: z1=3.4;
– score for Class 2: z2=–1.2;
– score for Class 3: z3=1.7;
– score for Class 4: z4=0.7;
– score for Class 5: z5=0.8;
– activation function: softmax. 
To calculate the softmax activation function, it is nec-

essary to convert the raw z scores into probabilities for each 
class. The softmax function converts the z scores into proba-
bility values in the following manner. Score exponentiation: 

– calculate the exponent of each score zi normalization; 
– divide each score’s exponent by the exponents’ total 

sum to get the probability. 
The softmax formula can be made as follows:

( )
1

� ,
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n zj

j

e
Softmax zi

e
=

=
∑

 	  	  (2)

where ezi is the exponent of the i-th score;

1

n zj

j
e

=∑  is the sum of the exponents of all scores in the z;
Score z = [3.4, –1.2, 1.7, 0.7, 0.8].
Then:

1 3.4�� � �30.12,ze e= ≈

2 1.2 � �0.30,ze e−= ≈

3 1.7� �� �5.47,ze e= ≈  

4 0.7� �� �2.01,ze e= ≈  

5 0.8� �� �2.23.ze e= ≈  

Total=30.12+0.30+5.47+2.01+2.23=40.13.

Next, let’s calculate the probability:

Probability 1=30.12/40.13=0.752;

Probability 2=0.30/40.13=0.0075;

Probability 3=5.47/40.13=0.136;

Probability 4=2.01/40.13=0.050;

Probability 5=2.23/40.13=0.056.

So, after applying the softmax function to the z score, 
let’s get the probability for each class, where the highest 
probability is in class 1, which is 0.752. Then, the input image 
is predicted as class 1.

Analysis of the YOLOv8 process.
Feature extraction.
This process is very similar to that in EfficientNetB7. 

YOLOv8 uses convolutional networks to extract features 
from the input image. Like EfficientNetB7, the input image 
is processed through several convolutional layers, resulting in 
feature maps that represent specific features of the image. At 
each convolutional layer, the kernel slides over the image and 
produces output in feature maps that capture various patterns 
from the image. This function determination is also following 
research [26–29].

That is a bounding box prediction.
YOLOv8 performs classification and predicts bounding 

boxes for each object in the image. These bounding boxes are 
represented by four parameters: (x, y, w, h), where (x, y) is the 
center point coordinate of the bounding box, and w and h 
are the width and height of the bounding box. The process of 
searching for bounding boxes is illustrated in Fig. 3, where the 
model searches for bounding boxes using anchor boxes of vari-
ous sizes. At this stage, the model predicts bounding boxes for 
each object, a confidence score, and the object’s class.

Intersection over Union (IoU).
After the bounding boxes are predicted, YOLOv8 calcu-

lates the Intersection over Union (IoU) to assess the overlap 
between the predicted bounding box and the ground truth 
bounding box. IoU is the ratio between the area of overlap 
(intersection) of the two bounding boxes and the area of their 
union. This metric measures how accurately the predicted 
bounding box compares to the ground truth. The IoU value 
ranges from 0 to 1, and the higher the value, the better the 
accuracy of the prediction:

Area�of�Intersection
IoU� .

Area�of�Union
=  	  (3)

Suppose there are two bounding boxes, as shown in Fig. 3.
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Bounding box coordinates:
– predicted bounding box 

(BB_pred): (2, 2) to (6, 6);
– ground truth bounding 

box (BB_gt): (4, 4) to (8, 8).
Calculating the area of in-

tersection:
– top-left corner coordi-

nates of the intersection area: 
(4, 4);

– bottom-right corner co-
ordinates of the intersection 
area: (6, 6);

– width of the intersection 
area: 6−4=26–4=26−4=2;

– height of the intersection 
area: 6−4=26–4=26−4=2;

– area of intersection: 2×2= 
=42\times 2=42×2=4.

Calculating the area of 
union:

– area of BB_pred: 
4×4=164\times 4=164×4=16;

– area of BB_gt: 4×4= 
=164\times 4=164×4=16;

– combined area: 16+16− 
− 4 = 2 8 1 6 + 1 6 – 4 = 2 8 1 6 + 
+16−4=28.

– calculating the IoU Value:

IoU=(Area of In-
tersection)/(A rea of 
Union)=4/28=0.143.

Thus, the IoU value for 
these bounding boxes is ap-
proximately 0.143. Typically, 
it is possible to set a threshold 
for IoU to determine whether 
a predicted bounding box is 
correct. For example, if the 
IoU threshold is 0.5, then pre-

dictions with IoU≥0.5 are considered correct, while those 
below are considered incorrect.

Non-maximum suppression (NMS).
YOLO typically predicts multiple bounding boxes and 

then selects the bounding box with the highest IoU value, 
a process known as non-maximum suppression (NMS). 
YOLOv8 uses non-maximum suppression (NMS) tech-
niques to filter overlapping bounding boxes. NMS retains 
the bounding box with the highest confidence score and 
removes others if their IoU exceeds a certain threshold.

Output of bounding boxes and class labels.
After applying NMS, YOLOv8 outputs the final fil-

tered bounding boxes and class labels for each bounding 
box. Each generated bounding box indicates the position 
and size of the detected object in the image and the class 
of that object.

Fig. 4 illustrates the training results obtained from the 
detection model on each dataset. Both figures demonstrate 
favorable outcomes, where the training loss decreases over 
epochs while precision, recall, and mAP values increase. 
Fig. 4 presents the model’s performance with the smaller 
dataset of 1,500 images, indicating steady improvements in 
the evaluation metrics throughout the training process. 

 
  a                                   b                                    c                                    d

 
 

 
   

 

 
  

i                                  j 

Fig. 4. Graph results for the 1500 images: a – train/box_loss training; b – train/cls_loss 
training; c – train/dfl_loss training; d – metrics/recall(B)_loss training; 	

e – metrics/precision(B); f – val/box_loss training; g – val/cls_loss training; 	
h –train/dfl_loss training; i – metrics/recall(B)_loss training; j – metrics/precision(B)

e                                   f                                   g                                   h

Fig. 3. BBox pred vs. ground truth
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In contrast, Fig. 5 depicts the model’s performance on 
the larger dataset of 3,000 images, showing an even more 
pronounced increase in precision, recall, and mAP com-
pared to the smaller dataset. This suggests that the model 
benefits significantly from a larger dataset, enabling better 
generalization and more accurate detection results. The 
numerical comparison of both models is shown in Table 3, 
which details the MAP achieved by the model on the two 
datasets. 

Table 3

MAP comparison for each detection model

Mean Average Precision (mAP)

Training
Model 1 Model 2

1500 images 3000 images
0.849 0.868

Testing 0.94 0.812

The results in Table 3 demonstrate that the detection model 
benefits from a larger dataset, as evidenced by the increase in 

mAP from 0.849 to 0.868. These findings suggest that a more 
extensive dataset gives the model more representative features, 
allowing for enhanced generalization in object detection tasks.

In addition to evaluating detection performance using 
mAP, further analysis was conducted on the lesion sizes derived 
from the bounding box dimensions in the test data. Specifically, 
the width and height of each bounding box were extracted to 
calculate the lesion area, which was then stored in a list.

Thresholds for lesion size classification were determined 
based on quartiles. The first quartile (Q1, 25th percentile) 
represents the area below which 25 % of the lesions are small-
er, and the third quartile (Q3, 75th percentile) represents the 
area below which 75 % are smaller. These quartiles were used 
to categorize lesion sizes as follows:

– small lesions: area<Q1;
– medium lesions: Q1≤area<Q3;
– large lesions: area ≥ Q3.
This quartile-based classification provides a detailed 

evaluation of the model’s detection performance across 
different lesion sizes, offering insights into its capability to 
handle objects of varying scales.

 

 
  a                                     b                                     c                                     d 
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Fig. 5. Graph results for the 3000 images: a – train/box_loss training; b – train/cls_loss training; c – train/dfl_loss 
training; d – metrics/recall(B)_loss training; e – metrics/precision(B); f – val/box_loss training; g – val/cls_loss training; 

h –train/dfl_loss training; i – metrics/recall(B)_loss training; j – metrics/precision(B)
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  Fig. 6. Training and validation accuracy for scenario 1

5. 3. Evaluation of the effectiveness of the model in a 
real-world setting

The classification model was trained using three differ-
ent data split scenarios: (8:1:1), (7:1.5:1.5), and (5:2.5:2.5), 
which correspond to the proportions of data allocated for 
training, validation, and testing. Early stopping techniques 
were applied to prevent overfitting during the training 
process, lasting 15 epochs. Fig. 6–8 show the accuracy over 
epochs for training and validation across the different data 
split scenarios, respectively. Evaluate determination is also 
following research [25–27].

The results from the accuracy graphs indicate promising 
performance across all three scenarios. Despite some fluc-
tuations in the accuracy values throughout the training ep-
ochs, the models achieved their highest accuracy at the end 
of the training process. This trend suggests that the models 
effectively learned from the data, demonstrating their ca-
pacity to classify skin diseases with increasing accuracy as 
training progressed.

The performance of each model was assessed using met-
rics such as accuracy, precision, recall, and F1-score, with 
the results for training, validation, and testing accuracy 
summarized in Tables 4–7.

Based on the outcomes, Model 1 (8:1:1) achieved the 
most balanced and stable performance across all phases, 

with no significant overfitting observed. On the other hand, 
Models 2 and 3 showed slightly higher training accuracy 
but experienced a drop in validation performance, indicating 
potential overfitting.

Table 4

Accuracy comparison for each classification model

Accuracy

Training
Model 1 Model 2 Model 3
(8:1:1) (7:1.5:1.5) (5:2.5:2.5)
0.9541 0.9753 0.9713

Validation 0.9540 0.9440 0.9288
Testing 0.94 0.94 0.94

Table 5

Precision comparison for each classification model

Precision

Training
Model 1 Model 2 Model 3
(8:1:1) (7:1.5:1.5) (5:2.5:2.5)
0.9571 0.9778 0.9719

Validation 0.9540 0.9452 0.9303
Testing 0.94 0.94 0.94

Table 6

Recall the comparison for each classification model

Recall

Training

Model 1 Model 2 Model 3

(8:1:1) (7:1.5:1.5) (5:2.5:2.5)

0.9502 0.9730 0.9674

Validation 0.9540 0.9427 0.9288

Testing 0.94 0.94 0.94

Table 7

F1-Score comparison for each classification model

F1-Score

Training

Model 1 Model 2 Model 3
(8:1:1) (7:1.5:1.5) (5:2.5:2.5)

0.9546 0.9750 0.9709

Validation 0.9543 0.9444 0.9297

Testing 0.94 0.94 0.94

 

 
 

  Fig. 7. Training and validation accuracy for scenario 2

 

 
 

  Fig. 8. Training and validation accuracy for scenario 3
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Based on the outcomes, Model 1 (8:1:1) achieved the most 
balanced and stable performance across all phases, with no sig-
nificant overfitting observed. On the other hand, Models 2 and 3 
showed slightly higher training accuracy but experienced a drop 
in validation performance, indicating potential overfitting.

5. 4. Development of user-friendly tools
Furthermore, in developing and determining easy-to-use 

tools, a website-based system was created that can be used 
by users directly, consisting of several features, including:

1. System implementation.
The system begins with the main page, where users are 

introduced to the program. As shown in Fig. 9, the user can 
proceed by clicking the button to begin image classification 
and detection. This simple interface ensures easy use for any-
one interacting with the system for the first time.

Fig. 9. Main page

In the Skin Detection Application shown in the Fig. 9, 
several features allow users to upload images of their diseas-
es, such as melanoma, BCC, melanocytic nevi, benign kera-
tosis, and other benign tumors. The system will then detect 
and classify the type of disease the user has.

2. Prediction page.
Fig.10 shows the implementation of the prediction page 

that allows the user to upload an image. After the image is 
uploaded, the website processes it and displays the classifi-
cation and detection results related to the previously men-
tioned skin diseases.

Next, in Fig. 10, the prediction page is implemented, al-
lowing users to upload images. After the image is uploaded, 
the website processes it and displays the classification results 
along with the detection of the skin diseases previously 
mentioned.

3. Results page.
After processing the image, the results are displayed on 

the results page, as shown in Fig. 11. This page provides the 
predicted skin disease class and a detailed detection output.

The system marks the detected region of interest with a 
bounding box and predicts whether the condition is cancer-
ous or non-cancerous. This enhances the clarity and inter-
pretability of the results for the users.

4. System testing.
Black box testing is a software testing method that eval-

uates the system’s functionality without analyzing its inter-
nal architecture or implementation. The primary aim of this 
testing phase is to ensure that all features in the web-based 
application, such as image processing, classification, and 
detection, function as intended. The results of the functional 
testing are presented in Table 8.

All the features function properly, including Upload 
Image, Process Image, Home Button, Restart, and other 
buttons.

Table 8

Functional testing

No. Feature
Working

Description
(Yes/No)

1
Button to 
program

Yes
If clicked, the user will be directed 

to the desired program

2 Upload image Yes
Button to upload an image of the 

skin disease that the user wants to 
classify and detect

3 Process image Yes
Button to process the uploaded 

image

4 Button home Yes Button to return to the main page

5 Button restart Yes Button to restart the program

6
Button  

language
Yes

Button to change the language on 
the website to Indonesian/English

 

 
 

   

 
  

 
  

Fig. 10. Prediction page

Fig. 11. Classification and detection results page
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6. Discussion of the early detection models for skin 
diseases using a hybrid deep neural network

The hybrid deep neural network model leverages the ar-
chitectural capabilities of multiple neural networks, including 
EfficientNetB7 for classification and YOLOv8 for detection, 
allowing for more effective spatial and temporal feature 
extraction. The classification and detection results are sup-
ported by a comprehensive dataset of around 5000 (Table 2) 
and 3000 detection data points (Table 2), taken from existing 
datasets and data collected in the field. In this case, the more 
significant number of datasets can improve the accuracy rate 
compared to using 1067 Image data [14]. The performance 
metrics of the HDNN model show significant progress in 
accuracy and detection of skin diseases. The overall accuracy 
rate of 94 % is a noteworthy achievement, especially consid-
ering the complexity involved in diagnosing skin conditions 
that often have overlapping features. The precision, recall, and 
F1-score metrics strengthen the model’s effectiveness, espe-
cially in identifying malignant conditions such as melanoma. 

The precision rates for melanoma (92 %), BCC (90 %), 
and NV (93 %) indicate that this model can minimize false 
positives, which is very important in clinical settings where 
misdiagnosis can cause anxiety and unnecessary treatment 
for patients (Fig. 4, 5). From 3 Models (8:1:1), (7:1.5:1.5), 
and (5:2.5:2.5), The recall rate shows that this model success-
fully identified a high percentage of actual cases, which is very 
important for early intervention and treatment (Table 6). The 
F1 score for various skin diseases reflects a balanced perfor-
mance, indicating that this model does not reduce precision 
for recall or vice versa (Table 7). This balance is essential 
in medical diagnostics; false positives and negatives can 
have serious consequences. For the research results, it was 
found that the HDNN model gave better results compared 
to InceptionResNetV2 with Soft-Attention by 90 % [11] and 
using a combination of ensemble learning and deep learning 
by 87.72 % [12], so this model is expected to be an alternative 
to improve the level of model accuracy.

Furthermore, it provides website visualization to fa-
cilitate users in making decisions, which is an advantage 
compared to previous models [13]. In addition to quantita-
tive metrics, qualitative prediction model analysis provides 
valuable insights into its practical application. The ability 
of the hybrid DNN model to accurately identify and localize 
skin lesions is a significant advantage.

For example, the model successfully highlighted ma-
lignant lesions in some test cases while accurately classi-
fying benign conditions. The bounding boxes generated by 
YOLOv8 not only demonstrate the model’s detection ca-
pabilities but also provide visual evidence that a web-based 
system can assist dermatologists in their assessment (Fig. 9). 
In Model Initialization setup: The YOLOv8 model is ini-
tialized with predefined initial parameters. This includes 
selecting the pre-trained YOLOv8m (medium) model as the 
starting point for training.

The mode is set to “train” to begin training the model. 
This directs YOLOv8 to run the training on the prepared 
dataset. The learning rate is set to 0.0001, which affects how 
many steps the model takes to update the weights during 
training. Patience is set to 10, which determines the number 
of epochs that must pass without significant improvement in 
the monitored metric (usually loss) before the learning rate 
is reduced or training is stopped. The batch size is set to 16, 
the optimal batch size for training the detection model. Larger 

batch sizes can help the model learn better object detection 
but require more memory. The number of epochs is 40, which 
is the number of complete iterations through the entire data-
set. Let’s ensure that the number of epochs is sufficient for the 
model to learn from the data without overfitting. A dropout 
of 0.15 is applied to reduce the risk of overfitting. Dropout 
prevents the model from relying too much on specific features 
by randomly deactivating neurons during training.

Determining this parameter is also one of the important 
indicators for determining the detection results (Fig. 4, 5). 
The benefit of this combination of models is that it offers a 
cost-effective alternative to in-hospital or clinic assessments, 
making it very beneficial for coastal communities. Transfer 
learning and further refinement improve training efficiency 
and reduce the need for computational resources (Fig. 10). 
These qualitative results also confirm the model’s potential 
for real-world applications, especially in settings where ac-
cess to dermatology expertise is limited. By providing accu-
rate and timely information, the model can empower health-
care providers to make informed decisions regarding patient 
care. The hybrid DNN model leverages the capabilities of 
multiple neural network architectures, including Efficient-
NetB7 for classification and YOLOv8 for detection, allowing 
for more effective spatial and temporal feature extraction. As 
a result, this model can identify unique patterns and textures 
in skin disease images, which is the core of this study and is 
crucial for accurate diagnosis. This high diagnostic precision 
helps reduce potential errors and is more efficient (Fig. 11). 
various models, earlier and more precise identification be-
comes possible, allowing for faster results even before a 
thorough examination. In addition, this application offers a 
cost-effective alternative to in-hospital or clinic assessments, 
making it very beneficial for coastal communities. Transfer 
learning and further refinement improve training efficien-
cy and reduce the need for computing resources. Model 
development is expected to develop datasets that are both 
image-based and video data to provide better results.

The limitation of this model is that it is developed based 
on a website, so users must first input image data and then 
process it. This is one of the shortcomings of implementing 
this model, and it is expected that mobile-based applications 
can be developed to be more effective and efficient for fur-
ther research.

7. Conclusions

1.  Collected and analyzed data on skin disease preva-
lence in coastal communities to ensure the model’s relevance 
and specificity. The combination of the EfficientNetB7 
model for classification and YOLOv8 for detection has suc-
cessfully provided an effective solution for diagnosing five 
types of skin diseases, including Melanoma, BCC, NV, BKL, 
and Seborrheic keratoses and other Benign Tumors. Based 
on the results from the model comparison, Model 1 (with an 
8:1:1 data split) proved to be the best, achieving an accuracy 
of 95.41 % on the training data, 95.40 % on the validation 
data, and 94 % on the testing data, demonstrating stability 
and good generalization capability.

2. The steps in developing the hybrid neural network 
model to detect common skin diseases in coastal populations 
include the integration of YOLO and a neural network. This 
hybrid model combines a classification model trained using 
the ReLU activation function and an output layer with soft-
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max activation. Additionally, various callbacks are utilized, 
including ReduceLROnPlateau, ModelCheckpoint, and 
EarlyStopping. The detection model is trained with specific 
hyperparameter settings to achieve better detection results, 
aiming for a validation accuracy of 0.940 or 94 %.

3.  The model’s effectiveness was evaluated in a re-
al-world setting, assessing its accuracy, ease of use, and 
impact on community health outcomes. It is stated that this 
model does not show significant signs of overfitting, making 
it superior to Model 2 and Model 3. Meanwhile, in detection, 
the model comparison indicates that Model 2 (3000 images) 
is the best model, with a mean average precision (mAP) of 
0.812 on the test data, higher than Model 1, which only 
achieved 0.771. This demonstrates that Model 2 accurately 
detects skin disease objects in images.

4. User-friendly tools werfe developed that allow health-
care workers and community members to utilize the model 
effectively for early skin disease detection. Functional test-
ing using black box testing shows that all features on the 
website work as intended, including image uploading, clas-
sification and detection predictions, and the display of pre-
diction results. Furthermore, the model performance testing 
indicates that the developed system performs well and can 
be relied upon for classifying and detecting skin diseases. 
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