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1) full-reference (FR) methods: these methods compare 
the test image with a reference image, which is considered to 
be an image of ideal quality. For example, to assess the qual-
ity of JPEG image compression, the original and compressed 
images can be compared;

2) no-reference (NR) method: does not require a refer-
ence image and is aimed only at assessing the quality of the 
test image itself [2].

One of the most common and simplest metrics of full-ref-
erence assessment is the mean square error (MSE), which is 
calculated as the average of the squared differences between 
the pixel intensities of the reference and distorted images. 
Based on this, the peak signal-to-noise ratio (PSNR) is 
also calculated. Metrics such as MSE and PSNR are wide-
ly used due to their simplicity, physical interpretation, 
and convenience for mathematical implementation during 
optimization. However, sometimes they do not fully cor-
respond to the visual perception of image quality and may 
be unnormalized in the context of presenting the results. 
However, the presence of sampling operations in multimedia 
data allows for effective lossy compression of information. 
In some cases, such as in the representation of still images, 
this compression is justified. The JPEG standard includes 
both types of compression, but does not always meet modern 
requirements. Artificial neural networks are promising for 
lossless compression, for example, in statistical coding meth-
ods for estimating the probability of occurrence of symbols. 
They can also be used for lossy compression, in particular 
in the JPEG 2000 format, which is based on the wavelet 
transform. In the case of lossy compression, the use of arti-
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1. Introduction

The constant growth of the amount of processed infor-
mation, in particular visual information, creates the need for 
its compact storage. Traditional approaches that use prefix 
or arithmetic coding require knowledge of the statistics of 
the appearance of elements. The use of statistical coding 
methods that take into account the conditional probabilities 
of the appearance of symbols in different contexts requires 
significant computational resources. The problem with the 
combinatorial approach is that the image has both width 
and height, which makes it difficult to determine repeated 
substrings [1].

Image quality can be described both from a technical 
point of view and objectively, indicating deviations from 
an ideal or reference image. It can also relate to subjective 
perception or prediction, for example, the image of a person’s 
appearance. The appearance of noise affects the quality of 
the image, and this effect depends on how much the noise in-
terferes with the information that the viewer is trying to ob-
tain from the image. Visual information processing includes 
several stages, such as capture, enhancement, compression 
and transmission. After processing, some of the information 
embedded in the image characteristics may be distorted. 
Therefore, the image quality assessment should be carried 
out taking into account human perception.

There are various methods and metrics for objectively 
assessing image quality, which are divided into two main 
groups, depending on the availability of a reference image. 
The main categories are as follows:
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ciently clear image reconstruction. However, issues related 
to atypical behavior during the increase in layers in the 
structure of the autoencoder, which do not lead to an 
increase in the quality of image reproduction, remain un-
resolved. The reason for this may be objective difficulties 
associated with a significant loss of image quality when 
increasing the layers, which makes the relevant studies 
impractical. An option to overcome the corresponding diffi-
culties may be the selection of basic data for reconstruction 
from the open Fashion-MNIST data set, which will allow for 
simplified testing of neural network structures, the process 
of their training and obtaining results.

In [4], the results of research on image compression and 
protection using neural networks are presented. It is shown 
that lossy compression algorithms, when the compression 
ratio increases, usually generate artifacts that are clearly vis-
ible to the human eye. However, the issues related to the fact 
that lossy compression algorithms, when the compression 
ratio increases, usually generate artifacts that are clearly 
visible to the human eye remain unresolved. An option to 
overcome the corresponding difficulties may be the com-
bination of two well-known algorithms: Kohonen artificial 
neural network and Grossberg star (Fig. 1, 2).

At the same time, properties appear that none of them 
have separately. The used algorithm for compressing image 
data using an artificial neural network can be attributed to 
the class of lossy compression, which allows to obtain images 
that are much smaller in size than the original with quite 
significant deformations. This, in turn, allows to significantly 
speed up data transmission over communication channels and, 
if intercepted by an attacker, make it impossible to restore the 
original without using this algorithm, thus protecting them. 
Also, images compressed using this algorithm are convenient 
to use in steganography, because it will be difficult to deter-
mine the fact of transmitting hidden information.

In [5], the results of a comparative study of image com-
pression based on compression measurement are presented. 
For this purpose, an artificial Hopfield neural network was 
developed to obtain stereo images as a cost minimization 
function (Fig. 3, 4). This cost function is minimal when the 
system is in an equilibrium or stable state.

ficial neural networks to implement vector quantization is 
particularly effective. That is why the use of artificial neural 
networks (ANNs) is promising for the development of new 
methods of image compression.

There are 3 main types of artificial neural networks 
capable of image compression: the Kohonen network and 
its variations, neural networks with associative memory, for 
example, the Hopfield network, and autoencoders.

The Kohonen network refers to unsupervised learning 
methods. The network itself and its variations are often used 
to compress images with loss of quality. It allows to allocate 
similar fragments of data into classes. The class number 
usually takes up much less space in memory than the class 
kernel. If to transfer to the recipient all the class kernels and 
class numbers encoding each fragment of data, the data can 
be restored. In this case, losses are inevitable if the number 
of classes is less than the number of different data fragments.

“Data compression” for Hopfield networks is a side effect, 
since their main purpose is to restore the original image from 
noisy or damaged input data.

Autoencoders are feed-forward artificial neural networks 
that learn to reconstruct the input signal at the output of the 
network. They are characterized by the presence of a hidden 
layer, usually of lower dimension. In the general case, it is a 
code that describes the data entering the network input and 
is used to reconstruct it in the decoder.

2. Literature review and problem statement

In [3], the results of research on the image compression 
module based on neural network autoencoders are present-
ed. Approaches to image reproduction using neural network 
convolution and inverse convolution layers are analyzed. It is 
shown that data compression in the form of a neural network 
module based on the structure of autoencoders has the most 
optimal learning time, compression level and obtains a suffi-
ciently clear image reconstruction. A new approach to data 
compression in the form of a neural network module based on 
the structure of autoencoders is proposed, which has the most 
optimal learning time, compression level and obtains a suffi-

 

 
 

  Fig. 1. Schematic view of the Kohonen network [4]
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which the distance between the sample input vectors and 
the running input vector is minimal. The desired training 
image is input to the input layer, and the value of the de-
sired class to which the vector belongs is output from the 
output layer. The output contains only the value of the 
class to which the input vector belongs. The recursive na-
ture of the Hopfield layer provides a means of correcting 
all connection weights.

For better image optimization, a Hamming network 
is proposed as an extension of the Hopfield network and 
which implements a classifier based on the smallest error 
for binary input vectors, where the error is determined 
by the Hamming distance (Fig. 5, 6). This distance is 
defined as the number of bits that differ between two 
corresponding fixed-length input vectors. In the training 
mode, the input vectors are distributed into categories for 

 
 

 
  

Fig. 2. Image of a backpropagation network without feedback [4]

 
 

  Fig. 3. Schematic representation of the structural diagram of an artificial Hopfield neural network [5]
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The proposed stereo matching method uses the charac-
teristic points highlighted by the Moravec interest operator 
as the basis for matching stereo images. They used horizontal 
displacement, vertical displacement and diagonal displace-
ment to display both left and right images. The advantage 
of using an artificial neural network is that global matching 
is achieved automatically, since all neurons (processors) are 
interconnected in a feedback loop, and the output of one 
of them affects the input of all others. The analysis of the 
work [5] revealed several unresolved issues: limited perfor-
mance of the Hopfield network due to the rigid threshold 
activation function, significant computational resources for 
training the Hamming network due to the complexity of cal-
culating the Hamming distance, low efficiency of the stereo 
matching method in the presence of noise due to the sensitiv-
ity of the Moravec operator, and the risk of “getting stuck” in 

local minima during the automation of global matching. The 
reasons are the shortcomings of the network architecture, 
high computational complexity and insufficient adaptability 
of algorithms to complex images, which requires further 
improvements.

In [6], the results of assessing the quality of images in the 
case of deterioration of their contrast (CDI – Contrast Dis-
torted Images) are presented. A systematic and up-to-date 
review of the perceptual visual quality metrics (PVQMs – 
Perceptual Visual Quality Metrics) for assessing image 
quality according to human perception was conducted. 
The study used convolutional neural networks for auto-
matic assessment of image quality in the absence of a basic 
reference image for comparison (NR-IQA – No-Reference 
Image Quality Assessment). The image databases TID2013, 
CID2013, CSIQ were used. The analysis of [6] revealed the 

 
 

  
Fig. 4. Hard threshold activation function [5]

 

 
  Fig. 5. Structural diagram of the Hamming network [5]
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following unresolved issues: limited effectiveness of convo-
lutional neural networks for assessing image quality in the 
case of complex contrast distortions due to the absence of 
a basic reference image (NR-IQA); the need for large data 
sets for training networks while maintaining high accuracy 
of assessment; dependence on the specifics of the databases 
(TID2013, CID2013, CSIQ), which may limit the general-
izability of the results to other types of images. The main 
reasons are the complexity of modeling human perception 
of image quality, insufficient resistance of neural networks 
to new types of distortions and high computational costs for 
training on large amounts of data.

In [7], the results of research on image quality assess-
ment, which are currently used in solving the problem of 
automatic image processing, are presented. An artificial 
neural network was built to assess image quality using the 
Image Quality Index.

In [8], the results of using specific structures of artificial 
neural networks and recognizing graphic images using them 
are presented. The application of transformers (encoders 
and decoders) for assessing image quality based on reference 
images using convolutional neural networks to highlight 
image features is described. The study considers the features 
of the application of image quality assessment within the 
framework of the task of machine learning with reinforce-
ment for ultrasound and X-ray medical images. The analysis 
of the work [8] revealed the following unresolved issues: 
limited accuracy of image quality assessment when process-
ing ultrasound and X-ray medical data due to the heteroge-
neity of structures and high noise levels; the complexity of 
adapting transformers and convolutional neural networks 
to medical images with different levels of detail; significant 
computational resources required for training models with 
reinforcement on large medical datasets. The reasons are 
the difficulty of extracting relevant features in low-quality 
medical images, the lack of universal metrics for assessing 
the quality of graphic images within different tasks, and the 

need to optimize neural network architectures to reduce 
computational complexity.

In [9], the results of using trained convolutional struc-
tures to build an artificial neural network for image quality 
assessment and the study of multilayer artificial neural 
networks for automatic feature extraction when solving 
the problem of image recognition are presented. According 
to the results of the study, a convolutional neural network 
was built for image quality assessment using a pre-trained 
convolutional basis of the network trained on the basis of 
ImageNet images and using the LIVE database, which 
contains 29 basic RGB images distorted by five types of 

distortions with several of their lev-
els. Various types of convolutional 
neural networks trained on large im-
age databases were considered for 
further use as pre-trained convolu-
tional structures. The analysis of [9] 
revealed the following unresolved 
issues: limited generalizability of the 
constructed convolutional neural 
networks for image quality assess-
ment due to the use of a limited 
LIVE database of 29 basic images 
and distortions of only five types; 
insufficient adaptability of models 
to new or specific types of distortions 
not represented in the training data; 
dependence on the pre-trained basis 
of the ImageNet network, which is fo-
cused on natural images, which reduc-
es efficiency in narrow-profile tasks. 
The reasons are the limited and unrep-
resentative nature of the training data, 
the lack of flexibility of neural network 
architectures to handle various distor-
tions, and the need to refine models 
for specialized applications, such as 
medical or technical images.

There are frequent attempts to use recurrent neural net-
works (RNNs) for working with images. A recurrent neural 
network works on the principle of storing the output of a layer 
and feeding it back to the input to help predict the result of the 
layer. For example, in [10] the use of the Deep Voice network 
(developed in the Baidu laboratory, California) was consid-
ered. However, when training deep RNNs, problems arose 
with vanishing gradients, which made it difficult to train the 
network to capture long-term dependencies between pixels in 
the image. There is also a limited ability to capture long-term 
dependencies, especially in the basic LSTM and GRU, which 
is critical for the task of compressing large images.

Although neural networks have made significant prog-
ress in image compression, a critical analysis of the reviewed 
sources confirms the presence of certain problems and lim-
itations that require further research.

First, the work [5] indicates the limited effectiveness of 
Hopfield neural networks due to the rigid threshold activa-
tion function, which limits the performance of compressing 
images with high detail. Also, significant resources are 
required to train the Hamming network, which makes it 
difficult to use in real time.

Second, it was shown in the work [6] that convolutional 
neural networks for image quality assessment have limited 
robustness to complex contrast distortions, especially in the 

 

 
 

  
Fig. 6. Three-layer structure of the Hamming network [5]
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absence of reference images (NR-IQA). The main problem is 
the need for large amounts of data for training the models and 
the difficulty of accurately modeling human quality perception.

Third, research [8] revealed the difficulties of processing 
medical images, in particular ultrasound and X-ray images, 
due to the high level of noise and heterogeneity of structures. 
The insufficient adaptability of transformers and convolutional 
networks limits their effectiveness, especially for specific tasks.

Fourth, work [9] highlighted the problem of limited gen-
eralizability of models trained on the LIVE basis, which does 
not cover all types of distortions. The dependence on the pre-
trained basis on ImageNet leads to a decrease in efficiency on 
highly specialized tasks.

Thus, the main challenges include: significant compu-
tational resources for training models, limited ability to 
generalize to different datasets, sensitivity to noise and the 
appearance of artifacts at high compression ratios. Further 
research is needed to develop more robust and universal neu-
ral network models that can effectively work with different 
types of images and minimize quality losses.

3. The aim and objectives of the study

The aim of the study is to achieve better performance 
in image compression using artificial neural networks. This 
will make it possible to optimize information on the issue of 
image compression using artificial neural networks and will 
allow finding practical use of the developed approach.

To achieve this aim, the following objectives need to be 
solved:

– justify the choice of the network that will be used for 
image compression;

– describe the compression algorithm that will be used 
when solving the problem;

– simulate an artificial neural network in the MATLAB 
environment to perform image compression.

4. Materials and methods

The object of the study is artificial neural networks in 
image processing.

The subject of the study is a set of necessary conditions 
that provide the best approach to optimizing image compres-
sion using artificial neural networks.

The hypothesis of the study assumed that a continuous net-
work for recognizing dynamic modes, consisting of two parallel 
modules, each of which is a modified ART-2 network, will allow 
image compression without loss of quality and eliminates the 
drawback associated with the need to pre-select the number of 
code words that determine the size of the Kohonen map.

The following research methods were used in the work: 
theoretical analysis of scientific literature by research direction; 
statistical methods of analyzing literary data. The study was 
based on methods of comparative analysis and classification.

The current use of discrete ART networks for recogniz-
ing the operating modes of the unit for only five measured 
variables required the use of more than fifteen thousand 
binary neurons. Replacing the discrete ART artificial neural 
network with a continuous ART network can significantly 
reduce the number of neurons in recognition systems and 
expand the scope of application of continuous ART artificial 
neural networks. Continuous ART artificial neural networks 

cannot be directly used for recognizing the modes of func-
tioning of dynamic objects. This is due to the presence of the 
continuous ART-2 neural network in the basic architecture 
due to the following features: in the basic architecture of 
the ART-2 network there is no possibility of simultaneous 
comparison of the input image with two or more images 
stored in the network memory; the definition of the image 
similarity parameter has been changed and these changes 
have led to the transformation of the architecture and algo-
rithms of the ART artificial neural network.

A new network of adaptive resonance theory ART-2 is pro-
posed – a continuous network for recognizing dynamic modes. 
The network consists of two modules operating in parallel, each 
of which is a modified ART-2 network, unlike the Kohonen 
and Grossberg star artificial neural network algorithms. The 
Kohonen network, as one of the many variations of neural 
networks today, is often used for lossy image compression. It 
allows to allocate similar data fragments into classes. The class 
number usually takes up much less memory space than the 
class kernel. If to transfer to the recipient all the class kernels 
and class numbers encoding each data fragment, the data can 
be restored. The proposed algorithms solve the problem of 
atypical behavior when increasing the layers in the autoencoder 
structure and increasing image quality (the use of additional 
differential image coding in the algorithms, i.e., initial coding 
errors). To create a correspondence between the input and 
output spaces consisting of code elements – code words, or 
neurons, an artificial neural network ART was used. The algo-
rithms used should not have the drawback associated with the 
need to pre-select the number of code words that determine the 
size of the Kohonen map.

Comparison of the proposed algorithms with existing 
ones in terms of the ratio of the maximum possible signal 
level to the level of distorting noise (PSNR) and the mean 
square error (MSE) was performed by modeling in the Mat-
lab environment.

The following hardware and software were used in the 
study.

Windows 10/11 operating system. PowerShell/Git-
Bash. 100 MBit Internet connection. Availability of Google 
Chrome browser not lower than version 87.0 or Mozilla Fire-
fox not lower than version 83.0.

Quad-core processor with a clock frequency of 1.8 GHz. 
GPU – 1 Nvidia K80 with 12 GB of memory. Hard 
Drive – 375 GB. RAM must have a capacity of at least 8 GB. 
Windows 10 x64 operating system.

General parameters of the artificial neural network used 
in the study are given in Table 1.

Table 1

General parameters of the artificial neural network

Name Value

Worker 16

Quantizer levels [3, 5, 7]

Sample size 32

Encoder learning rate 0.0001

Decoder learning rate 0.0001

Entropy learning rate 0.0001

Quantizer learning rate 0.00005

Milestone [200, 300, 350]

Number of epochs 400

Gamma 0.2
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5. Results of the analysis of image compression methods 
using artificial neural networks

5. 1. Choosing the type of neural network for image 
compression

In addition to these three types of artificial neural net-
works, an ART network (adaptive resonance theory) can be 
used to solve the image compression problem.

ART artificial neural networks classify input images 
by assigning them to one of the known classes if they have 
sufficient similarity to the prototype of this class. If the in-
put image matches the prototype with a given accuracy, the 
prototype is updated to better match the new data. If none 
of the prototypes stored in the neural connections match the 
input image, the network creates a new class based on this 
image. This is possible due to the presence of reserve neurons 
that are activated only when necessary. If there are no free 
neurons and the input image does not fall into any of the 
existing classes, the network does not respond. Thus, ART 
artificial neural networks are able to store new information 
without disturbing the already existing data and without 
causing retraining. The algorithm of the ART artificial neu-
ral network operation is presented in Fig. 7, 8 [11].

Both discrete and continuous adaptive resonance theory 
networks (ART-1 and ART-2) can work effectively in recogni-

tion systems, especially under conditions of significant uncer-
tainty, when dozens or hundreds of different images need to be 
recognized.

However, the application of such networks in real con-
trol systems, where it is necessary to recognize dynamic 
modes of objects based on numerous variables, is compli-
cated by the large variety of measurement data for the same 
mode of the object (thousands or even tens of thousands 
of variations of one mode). This creates a serious problem 
with the selection and preservation of relevant information, 
since the direct use of ART networks in such situations be-
comes problematic due to the need for an excessively large 
number of neurons.

Thus, the ART artificial neural network became the 
first artificial neural structure that implemented a binary 
information model of adaptive resonance. In contrast to 
the direct focus on image compression observed in the Ko-
honen network and autoencoder, ART networks specialize 
in unsupervised learning for image recognition and classi-
fication tasks.

It is also worth noting that the ART network cannot op-
erate under interference conditions, while the Kohonen net-
work can, since the number of sessions is fixed, the weights 

change slowly, and weight adjust-
ments are completed after training. 
A schematic representation of the 
architecture of the ART 2 network 
is shown in Fig. 9.

The initial processing in any 
ART network is performed in a 
module that represents a trained 
competitive network. The inputs t of 
neurons of layer F1 store the input 
image I=(t1, t2,..., tn). Each neuron 
of the output layer F2 receives the 
upstream network activity tj, which 
is formed from all outputs S=I of 
layer F1.

The elements of the vector  
Т=(t1, t2,...., tn), which are calcu 

lated as
 �

1

� ,�
m

j j i
i

t wi i⋅
=

=∑ can be con-

sidered as the result of compar-
isons of the input image I with 
the prototypes W1=(w11,..., w1m),..., 
Wn=(wn1,..., wnm) – the weights of 
synaptic connections between layers 

F1 and F2. The output of only one neuron J of layer F2, which 
received the largest ascending network activity tj, is set to 
one, while the outputs of the other neurons remain zero.

Fig. 9. Schematic representation of the ART-2 network 
architecture [11]

 
 

  
Fig. 7. The algorithm of the ART network operation [11] 

 

 
  

Fig. 8. Schematic representation of the ART network [11]  
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After the winning neuron J of layer F2 is determined, the 
corresponding prototype Wj=(w1j,..., wmj) is adapted to the 
input image I according to the formula:

( )( ) ( )1 ,new old
j jw I w= η⋅ + − η ⋅  			    (1)

where η є [0, 1] – the learning index.
The synaptic downward weights Wji of the feedback 

connections, except for the possible scaling factor, are iden-
tical to the upward weights Wji, and the downward network 
activity V is determined by analogy with the upward one:

1
.

n

i j jij
v u w

=
= ⋅∑ 				    (2)

Since all outputs of layer F2, except one – uj, are zero, the 
input layer Fl receives the prototype Wj, which represents 
the current class J, which won the competition. Next, the 
most complex part of data processing in ART networks is 
performed – comparison of the prototype Wj with the input 
image I. The sensitivity р set by the researcher determines 
the required minimum similarity between the input image 
and the prototype of the corresponding class. If the degree 
of coincidence is less than ρ, the current winning neuron of 
layer F2 is eliminated from the competition by a reset signal. 
The reset signal sets the active neuron J of layer F2 to zero 
and thus enables another neuron to win the competition, thus 
at the output of layer F2 let’s obtain the ascending network 
activity tj of the not yet reset output neurons. As soon as a pro-
totype is found, the degree of similarity with the input image I 
is at least the same as the similarity parameter ρ, the reset sig-
nal will not occur and the network will reach resonance. The 
position of the last winning neuron of the F2 layer indicates 
the class of the input image I, after which the corresponding 
prototype is adapted [12].

5. 2. Image compression algorithm
The image compression scheme includes the following 

stages: discrete cosine transform (DCT), vector quantiza-
tion, differential coding and entropy coding.

DCT decomposes image areas into amplitudes of some 
frequencies, taking into account that many coefficients 
in the frequency matrix are either close to each other or 
equal to zero. Vector quantization determines the degree 
of compression and information loss by increasing the 
number of zero elements in the vector matrix. A limited 
number of codewords are selected for the most accurate 
representation of the distribution of the output image 
vectors, and each output vector is replaced by the closest 
codeword, which allows transmitting fewer bits for encod-
ing information [13].

After vector quantization, differential coding “com-
presses” the codes by taking into account that most parts 
of the image have smooth transitions. Entropy coding uses 
variable-length codes, where the length of the symbol code 
depends on the probability of this symbol appearing in the 
message. Run-length coding is a simple form of data compres-
sion, where sequences containing the same values are replaced 
by a single value and the number of times it occurs. This is 
effective for data with many such series, for example, simple 
graphic images where certain elements are repeated [14].

The work of any artificial neural network, including this 
network, begins with the training phase. During training, 
the artificial neural network optimizes its internal parame-
ters to reflect the input data as accurately as possible. After 

this process is completed, the network becomes capable of 
efficient operation and processing of new data [15].

Depending on the nature of the input data and the meth-
ods of processing them, there are different models of ART 
networks, one of which is the ART 2 network, which is used 
to solve certain problems (Fig. 10).

Assuming that the transitions in the image are smooth, 
the direction in which the difference between the codes of 
two already encoded blocks is minimal will be the same as 
the direction in which the difference is minimal for the new 
encoded block.

If the image is characterized by smooth transitions (which 
is typical for most images, except for areas with sharp changes, 
where the differential scheme does not provide advantages), 
the choice of four possible directions provides a smaller 
difference compared to the standard scheme. In this case, 
the direction does not require additional coding, since the 
codes of blocks a–h have already been transmitted by the 
time block i is encoded, and the direction with the smallest 
difference between the codes can be determined based on 
the already encoded blocks, which eliminates the need to 
transmit additional data. In other words, it is assumed that 
the minimum difference between the codes of blocks i and b, 
i and d, i and f, and i and h will be in the same direction (D1, 
D2, D3 and D4), respectively, as the difference between the 
codes of the encoded blocks b and a, d and c, f and e, h and g.

Fig. 10. Schematic representation of the approach to 
choosing the best direction for coding between block codes

Algorithm 1 is complex and includes the following steps:
1) partitioning the source image into square blocks of a 

given size (e.g., 4×4 or 8×8 pixels);
2) performing a discrete cosine transform (DCT) for 

each block;
3) representing each block as a vector in 16- or 64-di-

mensional space;
4) low-pass filtering to eliminate high-frequency com-

ponents;
5) training the ART artificial neural network;
6) obtaining the neuron indices corresponding to each 

input vector;
7) creating a correspondence table between the index 

and the average cluster vector;
8) compressing the sequence of indices using series 

length coding and the Huffman algorithm.
The architecture of the proposed artificial neural net-

work is shown in Fig. 11.
This algorithm takes into account the features of images 

with smooth transitions, which allows to reduce the code 
size and uses a pre-trained artificial neural network to opti-
mize the compression process.

As follows from the description of the algorithm, in it, un-
like JPEG, the ART network (steps 5–7) is used, the results 
of which are used for vector quantization. The corresponding 
operations are used for decoding, but in the reverse order.
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Algorithm 2. Includes the same steps as Algorithm 1, 
except for steps 2 and 4. Thus, in this algorithm, the network 
performs its main function - performs vector quantization 
without calculating DCT and low-pass filtering.

Algorithm 3. This algorithm is based on Algorithm 2, but 
to improve image quality, another compression cycle is added, 
in which the image error is encoded, i.e. from the difference 
between the original image and the image obtained after the 
first encoding cycle. During decoding, the second image is 
summed with the first, thus correcting the coding error [16].

5. 3. Artificial neural network modeling
When modeling the compression process in the Matlab 

environment, the PSNR (Peak Signal-to-Noise Ratio) in-
dicators were used to assess the compression quality (since 
most signals have a very wide dynamic range, PSNR is 
usually represented on a logarithmic scale) and MSE (Mean 
Squared Error) – the mean square error.

MSE (mean square error) is one of the most common 
indicators for assessing image quality. This is a full-scale 
metric, and the closer its value is to zero, the higher the im-
age quality. MSE is the second moment of error, taking into 
account both the variance of the estimate and its bias. In the 
case of an unbiased estimate, MSE reflects the variance of 
the estimate. The units of measurement of MSE correspond 
to the square of the quantity being estimated, similarly to 
the variance. MSE is often confused with root mean square 
error (RMSE) or root mean square deviation (RMSD) and 
is sometimes referred to as the standard deviation of the 
variance. This metric is also known as the mean square de-
viation (MSD) of the estimator. Estimation is the process of 
measuring the invisible volume of an image. MSE or MSD 
measures the mean squared error, where the error is the 
difference between the estimate and the expected result. It 
is a risk function that estimates the average squared loss or 
loss from an error.

PSNR (peak signal-to-noise ratio) is used to determine 
the ratio between the maximum possible signal power and 
the noise power that distorts the signal quality. This ratio 
is calculated in decibels and compares two images. Because 
signals can have a wide dynamic range, PSNR is usually 

expressed on a logarithmic scale. Dynamic 
range can vary from minimum to maximum 
values, affecting image quality. PSNR is 
the most popular metric for evaluating the 
quality of restoration in lossy compression, 
where the signal represents the original data 
and the noise is the error that occurs due to 
compression or distortion. PSNR allows to 
evaluate how well the restoration matches 
human perception, especially when working 
with image compression codecs. In image 
and video compression, the PSNR value 
typically ranges between 30 and 50 dB for 
8-bit data and between 60 and 80 dB for 
16-bit data. In the case of wireless transmis-
sion, the acceptable level of quality loss is 
around 20–25 dB.

For two monochrome images (where one 
is a representation of the other), the MSE is 
calculated as follows [17]. The formula used 
to estimate the difference between two imag-
es or data sets by calculating the mean square 
of their pixel values is:

( ) ( ) 21 1

0 0

1
, , ,

m n

i j
MSE I i j K i j

mn
− −

= =
= ⋅ −∑ ∑  	 (3)

where I and K – monochrome images, і – the input vector, 
j – the output signal, (m×n) – the image dimension, m – the 
number of rows, and n – the number of columns.

For color images with three RGB components, the MSE 
is defined as the sum of all squared differences divided by the 
image size in formula (3).

The PSNR indicator is defined as:

2
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where PSNR (peak signal-to-noise ratio) – the ratio of the 
maximum possible signal level to the level of noise distort-
ing it, MSE (mean squared error) – the mean square error, 
MAXi – the maximum value of a pixel in the image.

Compression level (CR) is the simplest criterion for eval-
uating the efficiency of the algorithm, which is suitable for 
any type of data:

= ,R

B
C

A
	  			      (5)

where B – the size of the data before compression; A – the 
size of the data after applying the compression algorithm.

If the pixels are represented by 8-bit values, MAXi=255. 
In the general case, when used for representation in Bit, the 
maximum possible value for MAXi is 2B–1, where B – num-
ber of bits used to encode the pixel values. Table 2 presents 
the results of modeling algorithms 1–3 and the JPEG algo-
rithm.

Typically, for compression algorithms, PSNR is in 
the range of 30–40 dB. Blocks of 8×8 points were used 
to simulate the compression process; quantization was 
performed using the ART 2A sub E network. The pro-
posed compression algorithms showed similar results for 
different images, a common image is used to illustrate the 
results below.

 
 

 
  

Fig. 11. Artificial neural network architecture
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Fig. 12, 13 show generalized graphs of PSNR and MSE 
dependence on the compression ratio (CR) for all algorithms.

Image compression was performed using the ART 2A-E 
network with a similarity parameter of ρ=0.980 and a learn-

ing index of η=0.25. The degree of compression in this 
case was 33.6, and PNSR=30.2 dB.

6. Discussion of the results of using ART networks for 
image compression

Artificial neural networks based on the adaptive res-
onance theory (ART) demonstrate significant potential 
in image compression tasks due to the ability to classify 
input images and adapt prototypes in real time. The main 
advantage of ART networks is the ability to create new 
classes for atypical images without destroying existing 
information, which allows to avoid overtraining and 
maintain stability to new data. This is especially useful 
in the tasks of automatic compression and recognition of 
graphic images in systems with a large number of input 
variations. However, the analysis of the results of using 
ART networks reveals certain limitations. First, in real 
systems where there are dynamic changes in the modes 
of the object or a large number of variations of one im-
age, the efficiency of ART networks decreases due to the 
need for an excessively large number of neurons. This 
creates a significant load on computing resources, which 
is critical for real-time applications. Second, ART net-
works demonstrate sensitivity to interference and noise 
in the input data. Unlike Kohonen networks, where the 
number of neurons is fixed and the weights stabilize 
after training, ART networks require flexible control of 
the sensitivity of the parameter ρ to achieve a balance 
between classification accuracy and performance. Of 
particular importance is the ability of ART networks to 

Table 2

Results of modeling algorithms 1–3 and the JPEG algorithm

Algorithm Q/ρ CR PSNR MSE Algorithm Q/ρ CR PSNR MSE

JPEG

0 57.115 24.120 252.389

Algorithm 2

0.700 105.960 22.466 368.512

10 31.512 29.577 71.851 0.740 73.760 22.908 332.855

20 21.396 31.796 42.490 0.780 53.477 23.292 304.720

30 15.750 33.042 32.274 0.820 34.231 23.964 261.018

40 12.998 33.814 27.023 0.840 27.031 24.459 232.901

50 11.114 34.444 23.371 0.860 20.008 25.040 203.745

60 9.599 35.059 20.284 0.880 14.181 25.895 167.326

70 7.853 35.889 16.755 0.900 9.053 27.122 126.135

80 6.120 37.046 12.837 0.920 5.996 28.754 86.642

90 3.811 39.440 7.398 0.960 2.658 34.304 24.134

100 1.481 58.440 0.093 0.700 105.960 22.466 368.512

Algorithm 1

0.961 101.902 26.395 149.127

Algorithm 3

0.600 37.364 23.690 278.008

0.959 82.296 27.356 119.519 0.640 27.817 25.943 165.477

0.968 49.770 28.821 85.298 0.680 26.533 26.590 142.595

0.973 42.242 29.467 73.513 0.720 21.292 26.804 135.722

0.979 33.566 30.184 62.331 0.740 19.534 27.065 127.811

0.981 21.199 31.590 45.090 0.760 17.287 28.257 97.145

0.983 17.809 32.113 39.971 0.780 14.911 28.784 86.028

0.985 14.288 32.691 34.990 0.800 12.368 29.408 74.525

0.987 12.596 32.931 33.110 0.820 9.858 30.464 58.430

0.989 7.849 34.330 23.994 0.860 4.399 33.893 26.530

Note: Q/ρ – parameter of the compression algorithm, CR (Compression Ratio) – compression ratio, PSNR (peak signal-to-noise ratio) – ratio 
of the maximum possible signal level to the level of the noise distorting it, MSE (mean squared error) – the mean square error.

 

 
  

Fig. 12. PSNR curves depending on the degree of compression CR
 

 
  

Fig. 13. MSE curves depending on the degree of compression CR
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compare prototypes with input images to achieve resonance. 
The approach based on the parameter ρ allows to control the 
degree of similarity, but at low values of this parameter the 
network may discover too many new classes, which reduces 
its generalization ability. At the same time, high values of ρ 
may lead to the omission of important features of new im-
ages. This indicates the need for adaptive tuning of the net-
work sensitivity depending on the specifics of the input data. 
Thus, ART networks are effective for unsupervised learning 
and classification tasks, which is important for compressing 
images with high variability. However, their practical appli-
cation in real conditions requires optimization of the archi-
tecture to reduce computational complexity and increase 
resistance to noise and interference. Further research may 
be aimed at integrating ART networks with other learning 
methods or hybrid neural structures to improve their perfor-
mance in automatic image compression tasks.

The proposed image compression algorithm combines 
classical methods, such as discrete cosine transform (DCT), 
vector quantization, differential and entropy coding, us-
ing an ART artificial neural network. DCT effectively 
decomposes the image into frequencies, allowing to isolate 
low-energy components, and vector quantization reduces 
the data size by replacing vectors with their prototypes. The 
advantage of the algorithm is the use of an ART network at 
the quantization stage, which provides adaptive grouping of 
similar image blocks and optimization of the compression 
process. As a result, this approach achieves a reduction in 
data volume without significant loss of quality, especially 
for images with smooth transitions. Unlike the traditional 
JPEG format, where DCT and entropy coding are key com-
ponents, the algorithm with ART networks can work more 
flexibly by adapting prototypes to new input data, which 
allows to avoid overtraining and increases the robustness to 
heterogeneous images. However, the described algorithms 
have certain limitations. First, the complexity of training the 
ART network and the computational cost with a large num-
ber of blocks can become a bottleneck in real compression 
systems. Second, Algorithm 2 simplifies the calculations by 
eliminating DCT and low-pass filtering, but this may reduce 
the efficiency for images with sharp boundaries or textures. 
Algorithm 3 adds an error correction loop, which improves 
the quality of image restoration, but requires additional 
computational resources at the decoding stage. Thus, the 
proposed algorithms are promising for adaptive compression, 
but their further optimization remains an important task to 
reduce the computational complexity and ensure universali-
ty for different types of images.

The results of the simulation of the image compres-
sion process (Table 2) demonstrate the effectiveness of 
the ART 2A-E network in combination with classical data 
processing methods. The use of PSNR and MSE metrics 
to assess the compression quality allowed to objectively 
compare the proposed algorithms. In particular, the pro-
posed algorithm 1, which combines the discrete cosine 
transform (DCT), low-pass filtering and vector quantization 
with the ART network, showed stable results: at a compres-
sion ratio of CR=33.6, the PSNR value=30.2 dB, which is 
acceptable for image compression with minimal quality loss. 
Algorithm 2, which simplifies the calculations by eliminat-
ing DCT and low-pass filtering, demonstrates lower PSNR 
values at similar compression ratios due to the absence of 
initial filtering of high-frequency components. In contrast, 
Algorithm 3, due to an additional error correction cycle, 

achieves higher restoration accuracy, which is confirmed by 
better PSNR indicators and lower MSE values compared 
to Algorithm 2. The general trends presented in the graphs 
of the dependence of PSNR and MSE on the compression 
ratio (CR) (Fig. 12, 13) indicate a decrease in image quality 
with increasing CR, which is typical for all compression 
algorithms. However, unlike JPEG, where the PSNR value 
decreases sharply at high compression ratios, the use of the 
ART network provides a smoother transition and adaptation 
of the model to new data due to its ability to classify and 
maintain stability. At the same time, there is a dependence of 
the results on the settings of the similarity parameter ρ and 
the learning index η, which determine the balance between 
compression and image restoration quality. Thus, the results 
of the study confirm that the use of the ART network in the 
compression process is a promising direction, however, op-
timization of computational costs and parameter tuning re-
main key tasks for improving the efficiency of the algorithm. 
Thus, for two monochrome and color images with three RGB 
MSE components, a continuous network for dynamic mode 
recognition was applied, consisting of two parallel modules, 
each of which is a modified ART-2 network.

Summarizing the results of the study, it can be stated 
that the proposed image compression algorithms using the 
ART network in combination with classical methods of 
discrete cosine transform, vector quantization and error 
correction provided an effective solution to the tasks. The 
developed approaches made it possible to achieve an optimal 
balance between the compression ratio (CR) and the quality 
of the restored image, which is confirmed by the PSNR and 
MSE indicators. In particular, the use of the adaptive capa-
bilities of the ART network made it possible to eliminate the 
problem of overtraining, ensure high generalization ability 
of models and effectively classify input data with minimal 
information loss. As a result, the algorithms demonstrated 
stable results on test images, proving their effectiveness in 
the tasks of automatic compression and processing of graphic 
images, which makes them promising for further implemen-
tation in real data compression systems.

From Fig. 12 it is seen that PSNR is directly proportion-
al to ρ, that is, this parameter directly affects the quality of 
the compressed image. As the simulation showed, at η=0.25 
the efficiency of training of the artificial neural network 
reaches its maximum, which corresponds to the optimal 
ratio of the components of the training vector and the class 
prototype vector at the adaptation stage.

This approach allows for image compression without loss 
of quality and eliminates the disadvantage associated with 
the need to pre-select the number of code words that deter-
mine the size of the Kohonen map.

During testing of the information technology of image 
compression, the values of the following general train-
ing parameters were set: show=25, epochs=300, time=inf, 
goal=1e-5, where show – the step of outputting intermediate 
information; epochs – the maximum number of training cy-
cles; time – the limit training time; goal – the limit value of 
the training criterion.

For the practical implementation of the formulated 
hypothesis, PSNR and MSE indicators were used in the 
Matlab environment, which indicate that the studied com-
pression algorithms show similar results for different images.

The obtained experimental results indicate an effective 
degree of image compression, because unlike the algorithms 
used for image compression (Kohonen artificial neural network 
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and Grossberg star algorithms), the compression process in the 
work was lossy and images with rather large deformations were 
obtained, our algorithms did not have such shortcomings.

A limitation of this study is the dependence of the quality 
of the results on the training parameters of the ART net-
work, in particular the similarity index ρ and the learning 
rate η, which require careful tuning for each specific set of 
images. The proposed algorithms demonstrate efficiency for 
images with smooth transitions, but their performance may 
decrease when processing images with complex texture or 
sharp boundaries, where standard methods such as JPEG 
may be more stable. In addition, the computational com-
plexity of the ART network increases with a large amount of 
input data, which may limit the application of the algorithms 
in real-time. Another important condition is the use of a 
fixed image block size (e.g., 8×8 pixels), which affects the 
overall compression efficiency at different resolutions.

Further research directions are to study the process of 
compressing images and videos using deep learning and 
improve the quality by reducing the data rate and increasing 
the efficiency of memory and computation in realistic pho-
tos. Currently, the biggest obstacle to the widespread im-
plementation of deep learning technology is the significant 
computational load and often limited memory capacity. To 
improve performance, larger artificial neural networks with 
more levels and nodes should be used.

7. Conclusions

1. The choice of the network recommended for image 
compression is justified. To solve the image compression 
problem, the ART network (adaptive resonance theory) is 
chosen due to its ability to unsupervised learning, adaptive 
clustering of input data, and the unique property of pre-
serving existing information when adding new classes. The 
ART network effectively solves the problem of overtraining, 
since it can create new classes only when necessary, which is 
especially important for processing images with significant 
variability. Unlike other networks, such as autoencoders or 
Kohonen networks, ART allows prototypes to be automat-
ically adapted to new data, which makes it flexible for use 
in image compression tasks with different characteristics. 
In addition, its architecture provides high resistance to 
changes in input data and reduces the risk of losing relevant 
information, which is critical for achieving the optimal ratio 
between the degree of compression and the quality of the 
restored image. The used continuous network, consisting of 
two ART-2 modules, is chosen due to its ability to effectively 
process continuous data and adapt to changes in input im-
ages due to the stable resonance mechanism. Its advantages 

are high noise immunity, flexible clustering of complex 
images, and the ability to work with large amounts of data 
without destroying already trained prototypes. However, for 
effective use, it is necessary to ensure careful tuning of pa-
rameters such as ρ (similarity threshold) and learning rate η,  
as well as stable computing resources to support parallel 
operation of modules in real time.

2. Three algorithms for compressing digital images using 
artificial neural networks, in particular the ART-2 network, 
are proposed, which provide adaptive clustering of image 
blocks for effective reduction of data volume with minimal 
loss of quality. and their testing is carried out. It is found 
that the compression algorithms used show similar results 
for different images, because in their work they take into 
account the features of images with smooth transitions, 
which allows to reduce the code size and uses a pre-trained 
artificial neural network to optimize the compression pro-
cess. The use of additional coding of the difference image in 
the algorithms, i.e. the initial coding errors, can improve the 
quality of the resulting image.

3. An artificial neural network is simulated in the MAT-
LAB environment (with a similarity parameter of ρ=0.980 
and a learning index of η=0.25) to perform image com-
pression using the PSNR, PSNR and MSE indices. The 
compression ratio in this case is 33.6, and PNSR=30.2 dB. 
The application of the developed algorithms is most effective 
when compressing images with repeating areas.
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