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1. Introduction 

Over a long time, classical methods of spectral analysis 
of X-ray and gamma radiation were based on the use of 
analog electronics. However, owing to the active 
development of computer technologies, computer 
methods of recording and measuring spectra have 
become widely used. Leading companies working 
in the field of designing spectrometric equipment 
today offer a large number of proposals for signal 
digitizers, which are actively used in modern 
spectrometric systems. In general, the principle of 
their operation involves recognition according to 
certain criteria and digital recording of individual 
frames (time segments), during which the usable 
signals of the detector are registered.

To acquire digital data for spectral analysis, 
special equipment is used, which usually includes 
a detector (scintillation or semiconductor), a sig-
nal digitizer, a computer or a distributed computer data 
processing system, and the radiation source itself. The 
spectrometric signal produced by the detector is a sequence 
of pulses that are generated at random time points and 
have different amplitudes (Fig. 1). It is they, or rather their 
parameters, that carry coded useful information about the 
materials and processes under investigation [1]. However, 
the random nature of the appearance of pulses often leads 
to their mutual overlap (the so-called pile-up effect), as a 
result of which their amplitude and duration change, and 

this, in turn, leads to the distortion of primary information. 
It is almost impossible to restore it completely by analog 
spectrometry methods, that is, the resulting spectrum al-
ways has certain errors.

Unlike analog measurement methods, in which signal 
processing is carried out exclusively by hardware, computer 
analysis provides additional opportunities. This includes 
not only the use of mathematical methods for processing 
the digitized signal but also its logical analysis in order to 
restore partially lost information, which could improve the 
reliability of the final result. However, it is worth noting 
that simpler methods that work quickly may not show the 
best recognition accuracy, especially when pulses are often 
superimposed. In turn, methods that perform complex ad-
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Fig. 1. An example of software generation of a fragment of the 
detector’s output signal
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the resulting investigated spectrum in the energy range 
of 0–1000 keV; however, the artifacts detected in the range 
of 1500 keV and above require further analysis. Since the 
performance of the proposed algorithm was tested on real 
spectra, the analysis of the results of its operation on sim-
ulated known input data with the addition of verification 
would likely make it possible to better investigate the accu-
racy of pulse recognition by this method.

In works [5, 6], several methods of analysis of spectro-
metric signals were described at once, such as the method 
of Maximum, Sum, Fitting, and Deconvolution. Each of 
them contains its specific approach to reduce the effect of 
electrical noise on recognition results. The mechanisms of 
mathematical modeling of the form of individual pulses were 
considered, the results of the work of the above methods on 
simulated digital data were obtained, and the dependence of 
the recognition of the number of pulses on the detector load 
level was visualized on the diagrams. In addition, spectra 
were acquired using each of the methods and their compar-
ative characteristics were given. It is worth noting that the 
Fitting and Deconvolution methods showed the best data 
analysis results. In general, the studies provided detailed 
performance characteristics of the methods described, such 
as the total number of detected pulses, the full width at half 
maximum for peaks (FWHM) of different energies, the 
noise impact, and the processing time. Taking into account 
the fact that at high loading levels (the number of pulses 
per unit time) several pulses could overlap, forming one 
with a large amplitude, the verification of the recognition 
results by each method remains an unresolved issue. That is, 
checking whether the recognized pulse matches the one that 
was generated during the simulation, which is important to 
objectively determine the recognition accuracy. In addition, 
the results reported in these works show that at high loading 
levels, the efficiency of analysis methods decreases due to the 
superposition of pulses, so the issue of increasing recognition 
accuracy remains relevant.

There are also studies that analyze spectrometric sig-
nals using neural networks and artificial intelligence tech-
nologies, in particular, using Convolutional Neural Net-
work (CNN) [7, 8]. However, this technology was used to 
solve the problems of distinguishing one type of radiation 
quanta from others (for example, neutrons from gamma 
quanta), and not for recognizing individual pulses and mea-
suring their parameters.

Thus, the issue of the possibility of implementing electri-
cal noise filtering with minimal changes to the digital signal 
itself and increasing recognition accuracy by devising a new 
analysis method remains unresolved. In addition, reviewed 
works do not provide criteria for assessing the reliability 
of recognized pulses, which would allow for an objective 
assessment of the accuracy of their recognition when using 
different methods for digital signal processing.

3. The aim and objectives of the study

The aim of our study is to improve accuracy in recogniz-
ing the parameters of spectrometric signals by devising an 
analysis method with an improved mechanism for filtering 
the digitized signal from electrical noise and additional pro-
cessing of pulses during superposition. This will make it pos-
sible to improve the work of existing computerized systems 
for analyzing the parameters of spectrometric signals (and 

ditional processing of the digitized signal and show better 
recognition accuracy may work more slowly. It is logical to 
seek to improve both of these parameters or to optimize the 
ratio of recognition accuracy and speed of analysis methods.

In addition, there is a problem of objective evaluation of 
the efficiency of this or that computer processing method since 
there is no possibility of obtaining completely reliable input 
data due to the randomness and unpredictability of the process-
es at the input of the detector. Experimental research methods 
are quite expensive and evaluate the effectiveness of computer 
processing only by indirect parameters for clearly defined ex-
perimental conditions. This problem could be solved with the 
help of computer simulation of digital input data with previous-
ly known parameters and verification of the correctness of pulse 
recognition based on the results of the analysis.

Therefore, both devising computer research methods and 
introducing new methods for computer analysis of spectro-
metric signals, which would improve the accuracy or speed of 
obtaining the final result, are relevant tasks. Computer simu-
lation of reference input data and the introduction of criteria 
and algorithms for the verification of digital processing results 
are also important related directions. In practice, this could be 
used for testing purposes when designing new and improving 
existing computerized systems for spectral analysis.

2. Literature review and problem statement

Current research in the field of computer analysis of 
spectrometric signals often emphasizes the importance of 
mechanisms for reducing the influence of electrical noise in 
the data processing process and is aimed at improving the 
efficiency of analysis methods. Thus, in [2], a method for rec-
ognizing the pulses of a digitized signal received from a scin-
tillation detector was described. Several possible options for 
filtering the signal from electrical noise using various filters, 
such as moving average, Chebyshev, Bessel, Butterworth, 
etc., were also considered. But it is worth noting that the use 
of the above-mentioned filters could also modify the signal 
itself in the direction of slowing down the growth, changing 
the amplitude or in some other way. This could lead to de-
viations in the determination of the amplitude or the exact 
time of the appearance of the pulse, especially in the case of 
short pulses with a sharp front and decline. The possibility 
of filtering the signal from electrical noise without signifi-
cant modification of the usable component being analyzed 
remains an open question in the cited study.

Paper [3] reports a clustering algorithm for recognizing 
the parameters of digitized signals from a detector for radi-
ation particles of various types (neutrons, gamma quanta). 
The principle of its operation is generally based on determin-
ing template waveforms of several types of pulses and the use 
of matched filter technique in the analysis process. However, 
the effectiveness of this approach needs further study, espe-
cially with a high probability of pulse overlap, because the 
shape of the signal could be significantly changed in this 
case and the recognition accuracy could be low. 

In [4], an algorithm was presented to reduce the influ-
ence of the pile-up effect on the resulting spectrum. The 
algorithm is based on the sparse approximation of the signal 
to separate superimposed pulses and the use of Least Abso-
lute Shrinkage and Selection Operator (LASSO) regression 
analysis methods. The reported approach made it possible 
to reduce the influence of the pile-up effect and to improve 



Eastern-European Journal of Enterprise Technologies ISSN 1729-3774	 6/9 ( 132 ) 2024

88

visualizing their quantitative and qualitative characteris-
tics) or newly designed hardware and software complexes.

To achieve this goal, the following tasks were set:
– to build reference input data for analysis methods 

by computer simulation of digital data with an artificial, 
idealized distribution of pulse amplitudes, and develop an 
algorithm for verification of recognition accuracy;

– to implement an approach to filtering the spectro-
metric signal from noise without significant changes in the 
usable component and develop a pulse recognition algorithm 
with tracking of the level of the processed signal and correc-
tion of pulse amplitudes during superposition;

– to evaluate the effectiveness of developed algorithms 
by researching and comparing the implemented method 
with several existing ones, namely: the Maximum method 
and the Fitting method; get verified metrics of their effec-
tiveness.

4. The study materials and methods

The object of our research is computerized systems for 
measuring the parameters of spectrometric signals digitized 
with the help of hardware.

The main hypothesis of the research assumes that the ap-
plication of Discrete Fourier Transform (DFT) algorithms 
could make it possible to implement software filtering of the 
digitized signal from electrical noise without significantly 
changing the usable component. The hypothesis also sug-
gests that there is a way to monitor the level of the processed 
signal for the purpose of recognizing individual pulses 
and correcting their amplitudes when superimposed, which 
could improve the accuracy of analysis.

In the course of the study, it was assumed that the ran-
dom number generation mechanism of the standard library 
in the C++ programming language would make it possible to 
generate electrical noise with a distribution that sufficiently 
corresponds to a normal distribution.

The following simplifications were adopted. The value 
of the baseline of the signal (that is, the level of the elec-
trical signal under the condition that there are no pulses 
in the current time period) is zero. The maximum level 
of electrical noise during simulation and in the process of 
signal analysis is fixed and must be set manually in the 
program interface.

The theoretical foundations of the research are based 
on the use of principles of system analysis, mathematical 
modeling and computer simulation, numerical methods, 
methods and algorithms for analytical processing and intel-
ligent analysis of large data sets. In addition, Discrete Fou-
rier Transform (DFT) algorithms, information visualization 
methods, and our original algorithms were used.

The evaluation of the effectiveness of the application 
of certain methods for digital processing of spectrometric 
signals should be the degree of reliability of the results 
and their correspondence to the real signals that were 
registered by the detector during the experiment. How-
ever, the problem is that it is not known exactly which 
spectral components of the radiation led to the generation 
of a signal of this particular shape, and whether a single 
pulse is the result of the registration of one gamma quanta, 
or it was formed as a result of the superposition of several 
responses of the detector to gamma quanta with other 
energies. In addition, the presence of noise in the mea-

surement channel could distort the amplitude and time of 
occurrence of pulses in the output signal of the detector. 
Determining the influence of these factors on the forma-
tion of the spectrum and its reliability, as well as the effec-
tiveness of digital methods of information recovery, can-
not apply because of the lack of guaranteed input data of 
the experiment. That is why it was decided to investigate 
various methods for digital processing of spectrometric 
data based on an artificially generated sample signal with 
fully known parameters of each of the pulses that make up 
its composition.

As part of the research, a program was developed 
that implements the possibility of computer simulation 
of data [9], which in terms of format correspond to the 
output data of the digitizer, obtained during experiments. 
The application provides an opportunity to simulate a 
signal close to the real one with a previously specified 
law of distribution of pulse amplitudes, or to load data 
obtained directly with the help of a digitizer. However, 
in contrast to a well-defined spectral composition, during 
simulation, the program provides a random distribution of 
pulses in time, which brings the result closer to the data 
of a real experiment and creates some uncertainty in the 
form of the output signal. It was also possible to simulate 
based on special template files previously recorded using 
spectrometric equipment. They are tabular energy distri-
bution functions (pulse amplitudes) and are a numerical 
representation of various energy spectra. If necessary, 
one could also use specially built (idealized) distribution 
functions. When developing the application, spectrum 
files obtained with a 12-bit analog-to-digital convert-
er (ADC) with 4096 channels were used as templates. 
Mathematical models and a modeling algorithm based on 
deterministic final amplitude values, which are described 
in more detail in [10], were used to model a digital signal 
with the required amplitude distribution law according to 
template files.

The program contains implementation of two existing 
methods for determining the parameters of spectrometric 
signals (Maximum method and Fitting method). A new 
analysis method called Tracking using proprietary algo-
rithmic approaches was also developed. The results of the 
above-mentioned methods are visualized in the form of 
numerical parameters, time diagrams of signals, and histo-
grams of spectra built on the basis of analysis. The applica-
tion is developed in the C++ programming language (stan-
dard 14, 17) [11, 12] using the QT library [13]. This library 
was chosen because it contains a wide set of graphical com-
ponents for data visualization and also allows for cross-plat-
form software development.

In order to comprehensively check the operation of the 
analysis methods, digital input data were simulated accord-
ing to the prepared template file, and each of the described 
methods was launched and their effectiveness metrics were 
obtained. Measurements were carried out according to three 
scenarios on different arrays of data, simulated with the fol-
lowing parameters:

1. The detector load level (pulse generation intensity) 
is 105 pulses per second, the duration of the experiment 
is 3.072 seconds, the total number of simulated pulses 
is 307,200.

2. The loading level of the detector is 106 pulses per sec-
ond, the duration of the experiment is 0.3072 seconds, the 
total number of simulated pulses is 307200.
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3. The detector load level is 107 pulses 
per second, the duration of the experiment is 
0.03072 seconds, the total number of simulated 
pulses is 307200.

The electrical noise imposed on the signal 
was modeled according to a normal distribu-
tion with a mathematical expectation parameter 
equal to zero and a standard deviation equal to 
eight values of the digitizer’s least significant 
bit (LSB). At the end, for each of the analysis 
methods, information about the duration of its 
operation (in seconds), the total and verified 
number of recognized pulses, and the accuracy 
of the method (in percent) was measured and 
outputted. To verify the correctness of the rec-
ognition, a verification algorithm was developed 
that compares the generated and recognized 
pulses for coincidence with the permissible de-
viation ranges that could be specified in the 
program interface. During this comprehensive 
inspection, the possible amplitude deviation 
range was set equal to three times the maximum 
value of the electrical noise level. The verified 
accuracy of the analysis method was determined 
by the ratio of the number of verified pulses to 
the total number of simulated ones. Measure-
ments were performed on a computer with an 
Intel Core i7 1185G7 processor @ 3.00 GHz, 
16 Gb RAM, Windows 11 Pro (USA).

5. Results of investigating spectrometric signal 
analysis methods

5. 1. Compilation of reference input data by means of 
computer simulation and development of an algorithm for 
verification of detected pulses

To check the effectiveness of spectrometric analysis 
methods, first of all it was necessary to compile refer-
ence input data with known parameters. This would 
make it possible at the end of the analysis to compare the 
generated and recognized pulses and to draw objective 
conclusions about the recognition accuracy. Such data 
were compiled by computer simulation of a digital pulse 
signal corresponding to the signal obtained during the 
registration of gamma quanta in a scintillation detector, 
based on a specially prepared template file with an arti-
ficial idealized linear spectrum. Simulation based on it 
made it possible to simulate a signal that contains the 
same number of pulses (100 per channel) with amplitude 
values from 1024 LSB to 4095 LSB. Thus, on the spec-
tral diagram, this distribution looks like a step function 
shown in Fig. 2, a. The X-axis displays the numbers of the 
ADC channels (from 0 to 5120), and the Y-axis displays 
the number of pulses with the corresponding amplitude 
registered in these channels.

Fig. 2, b shows a diagram that visualizes a small part 
of the simulated digital signal, because the total number 
of pulses is quite large. But, as could be seen from the 
figure, separate signals appeared in this interval, the 
amplitude of which exceeds the value of 4095 LSB. They 
were formed due to the mutual superposition of two or 
more pulses, the periods of existence of which partially or 
completely coincide.

In order to objectively assess the accuracy of recognition 
by one or another method, a special verification algorithm 
was developed. This algorithm compares simulated and 
software-detected pulses (time of appearance, amplitude) 
for coincidence with certain permissible ranges of devia-
tion. Verification is an important component because the 
pulses could overlap, especially at high loading levels, and 
the overall recognized pulse may not exactly correspond 
to what was generated during the simulation. Below is the 
software implementation of the verification algorithm in the 
C++ programming language, which illustrates its principle 
of operation:

void VerifyDetectedPulses(
const std::vector<SimulatedPulse>& simulated_pulses,       
const std::vector<DetectedPulse>& detected_pulses,
std::vector<DetectedPulse>& verified_pulses)

{
verified_pulses.clear();

auto dp_iter = detected_pulses.cbegin();
for(const auto& sim_pulse : simulated_pulses)
{
	 if(dp_iter == detected_pulses.cend())
		  break;

	 if(dp_iter->StartIdx > sim_pulse.Time + 
	 DigSamplesRange)
		  continue;

	 while(dp_iter != detected_pulses.cend() &&
		  sim_pulse.Time > DigSamplesRange &&
		  dp_iter->StartIdx < sim_pulse.Time -
 	 DigSamplesRange)

 

 
  

a  
 

 
  

b 

Fig. 2. Modeling according to a template file with a linear spectrum: 	
a – distribution of pulse amplitudes; b – part of the simulated digital signal
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	 {
		  ++dp_iter;
	 }

	 if(dp_iter == detected_pulses.cend())
		  break;

	 auto dp_iter_copy = dp_iter;

	 while(dp_iter_copy != detected_pulses.cend() &&
	 IsValueInRange(dp_iter_copy->StartIdx, 
	 sim_pulse.Time, DigSamplesRange))
	 {
		  if(IsValueInRange(
	 dp_iter_copy->AmplitudeCorrected(), 
	 sim_pulse.Amplitude,
	 AmplitudeRange))
	 {
		  verified_pulses.push_back(
		  *dp_iter_copy);
		  if(dp_iter == dp_iter_copy)
			   ++dp_iter;

		  break;
		  }

	 ++dp_iter_copy;
	 }
}

}

Verification is performed in the VerifyDetectedPulses 
method, where simulated_pulses is an array of simulated 
pulses, detected_pulses is an array of 
detected pulses, verified_pulses is the 
resulting array of verified pulses, Dig-
SamplesRange and AmplitudeRange 
are the permissible ranges of devia-
tion in registration time and amplitude 
for simulated and detected pulses, Is-
ValueInRange is an auxiliary meth-
od that checks whether the passed 
value falls within the passed range. 
The above pulse arrays are sorted in 
ascending order by the time of pulse  
appearance.

5. 2. Implementation of an ap-
proach to filtering the spectrometric 
signal from noise without significant 
changes in the usable component and 
development of a pulse recognition 
algorithm with amplitude correction 
during superposition

The main approach to filtering 
the signal from noise in the devised 
method is based on the use of Discrete Fourier Trans-
form (DFT) [14]. The application of direct DFT trans-
forms a discrete signal into elementary harmonic compo-
nents with different frequencies, and is calculated from 
the following formula [15]:
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for n=0, 1, … , N–1, k=0, 1, … , N–1, where N is the size of 
the array of digitized signal values s[n]. The DFT result, 
S[k] is a sequence of complex numbers (of the form a+ib) 
that is a function of discrete frequency components k, not 
time.

Filtering is performed by processing the S[k] array and 
cutting off the high-frequency component, which in this 
case is electrical noise. To this end, it is necessary to set to 
zero the elements of the array S[k], which have a magnitude 
value( )2 2a b+  below a certain threshold Mtr (algorithm 
parameter, in the software implementation of the devised 
method, the value was set to 500). If one applies the inverse 
Discrete Fourier Transform (IDFT) after that, one could 
get the value of the filtered signal sf[n] from the following 
formula:
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It is worth noting that DFT transformations accord-
ing to formulas (1) and (2) are very expensive in terms of 
calculations because they have a computational complex-
ity of O(N2). However, there is a Fast Discrete Fourier 
Transform (FDFT) algorithm [16], which has a compu-
tational complexity of O(N log N) and works much faster, 
especially on large data sets. One of the possible options 
for implementing the FDFT algorithm in C++ could be 
found in [17]. The main condition for its use is that the 
size of the array to be transformed must be a multiple of 2 
or must be padded with zeros at the end to reach the size 
of such a multiple. Fig. 3 shows the result of applying the 
filter using the method described above and the visualiza-
tion of the shape of the original and filtered signal.

After applying filtering, recognition of individual pulses 
could be performed by sequentially analyzing the level of the 
processed signal for rising or falling, determining the begin-
ning and end of each pulse, and correcting their amplitudes 
during superposition.

The detailed principle of operation of the devised meth-
od, which includes both the signal filtering stage and pulse 
recognition, consists of the following steps:

1. Splitting the entire array of signal values into sepa-
rate consecutive uniform segments that are a multiple of 
2 in order to optimize calculations. The last segment is 
padded with zero values to the desired size if necessary. 
The following steps are performed sequentially for each 
segment.

 

 
  

Fig. 3. General view of the filtered signal using FDFT algorithms: 	
1 – original signal; 2 – filtered signal
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2. Filtering the array of digital values of the sig-
nal s[i] by the algorithm described above based on 
FDFT and obtaining the array of values of the filtered  
signal sf[i].

3. Pass through the sf[i] array and analyze the pre-
vious and current value of the signal level, monitoring 
the signal state parameter (SignalState), which may 
take the following values: Baseline (the signal does not 
exceed the baseline value by the maximum value of the 
electrical noise), SignalGrowth (growth signal), Signa-
lEquality (signal equality), SignalDescend (signal de-
cline). Possible state transitions, transition conditions, 
and associated pulse recognition operations are depicted 
on the UML [18] state diagram [19] in Fig. 4. It should 
be noted separately that the detected pulse is added to 
the array of new detected pulses only if its amplitude 
exceeds the minimum threshold Amin, which is a parame-
ter of the algorithm. In the program, this parameter was 
set to 50 LSB. Otherwise, the found pulse is considered 
a continuation of the current pulse. This is done in or-
der to reject false detections, which may be caused by 
random deviations of the falling component of the pulse  
signal.

4. For more correct processing of cases of overlapping 
pulses, an additional correction is performed when cal-
culating the final value of the amplitude of the detected 
pulse. This is performed by subtracting the value of the 

simulated falling signal component of the previous pulses, 
calculated from the following formula [5]:

( )
1

0

,
j

i i k k
k

s s A p i t
−

=

′ = − −∑ 	 (3)

where is′  is the corrected value of the signal, si is the orig-
inal value of the signal, Ak and tk are the amplitude and 
time of appearance of the k-th previous pulse, respectively, 
p(t) is the shape of the pulse generated by one registered 
quantum (a detailed description could be found in [5]) .

After the software implementation of the new method 
and the analysis of the signals simulated according to 
the linear pattern (Fig. 2, a), diagrams of the distribu-
tion functions of the pulse amplitudes were constructed. 
These diagrams visualize the distribution of amplitudes 
of simulated, recognized, and verified pulses at load levels 
of 105 (Fig. 5, a), 106 (Fig. 5, b), 107 (Fig. 5, c) pulses per 
second.

The diagrams of the distribution of pulse amplitudes 
recognized using the devised method show a slight devi-
ation from the distribution line of simulated pulses at the 
loading level of 105 (Fig. 5, a), as well as at the level of 
106 (Fig. 5, b) pulses per second. The calculated verified 
recognition accuracy for these scenarios was 99.52 % 
and 94.95 %, respectively. At a load level of 107 (Fig. 5, c) 
pulses per second, the deviation is significant, and the 
accuracy of the analysis was 54.26 %. 

 
  

Fig. 4. UML diagram of states and operations in the process of analysis using a new method
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5. 3. Evaluating the effectiveness of the implemented 
method by comparison with the existing methods of Max-
imum and Fitting, obtaining the final verified metrics of 
their effectiveness

In order to compare the effectiveness of the devised and 
already known methods of spectral analysis, two existing 
methods – Maximum and Fitting – were implemented in the 
course of the study, and metrics of their effectiveness were 
also obtained. The Maximum method is one of the simplest 
and fastest, and the Fitting method has shown some of the 
best results of the analysis before. A detailed description of 
these methods could be found in [5].

Visualization of the results of the Maximum method, 
namely the diagram of the distribution of the amplitudes 
of the simulated and recognized pulses at different loading 
levels, is shown in Fig. 6.

As could be seen from the diagram in Fig. 6, a, the 
distribution of the amplitudes of pulses recognized by the 
Maximum method showed a relatively small deviation from 
the horizontal distribution line at a load level of 105 pulses 
per second. The software-calculated verified recognition ac-
curacy in this case was 97.57 %. However, at higher loading 
levels (diagrams in Fig. 6, b, c), the deviation from the ideal-
ized distribution line becomes significant. In the case of data 
analysis simulated with a loading level of 106 pulses per sec-
ond, the verified recognition accuracy decreased to 77.77 %, 
and at a loading of 107 it was only 5.98 %.

The Fitting method performs more complex processing 
and makes it possible to distinguish superimposed pulses. 
Fig. 7 shows the distribution diagrams of the amplitudes of 
simulated, recognized, and verified pulses by this method at 
different loading levels.

 

 
  

 
 

 
  

 
 

 
  

a

b

c

Fig. 5. Amplitude distribution diagrams: 1 – simulated; 2 – recognized; 3 – verified pulses obtained by the devised method 	
at load levels (pulses per second): а – 105; b – 106; c – 107
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In general, the distribution diagrams of the pulse am-
plitudes recognized by the Fitting method (Fig. 7, a–c) 
are visually similar to those obtained as a result of the 
analysis by the new method. However, the verified accu-
racy of recognition is somewhat lower and was: 99.47 % in 
the case of a load level of 105 pulses per second, 94.79 % at 
a load level of 106, 53.82 % at a load level of 107.

The final comparative performance characteristics 
of the new and existing considered recognition meth-
ods are given in Tables 1–3. These tables contain the 
program-calculated and output results of the described 
analysis methods on the input data, simulated under three 
scenarios with different loading levels and duration of the 
experiments, which were described in detail in chapter 4.
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Fig. 6. Amplitude distribution diagrams: 1 – simulated; 2 – recognized; 3 – verified pulses obtained by the Maximum method 
at load levels (pulses per second): а – 105; b – 106; c – 107

Table 1

Results of the analysis methods on the input data simulated with a load level of 105 pulses per second

Method ID
Number of simulated 

pulses
Number of  

pulses recognized in total
Number of verified 

pulses
Method operating 

time (sec)
Verified method  

accuracy (%)

Maximum 307200 302519 299739 1.616 97.57

Fitting 307200 306460 305583 8.193 99.47

Our method 307200 306546 305739 41.629 99.52



Eastern-European Journal of Enterprise Technologies ISSN 1729-3774	 6/9 ( 132 ) 2024

94

 

 
  a

 

 
  b  

 

 
  

c 

Fig. 7. Amplitude distribution diagrams: 1 – simulated; 2 – recognized; 3 – verified pulses obtained by the Fitting method at 
load levels (pulses per second): a – 105; b – 106; c – 107

Table 2

Results of the analysis methods on the input data simulated with a load level of 106 pulses per second

Method ID
Number of simulated 

pulses
Number of pulses 

recognized in total
Number of verified 

pulses
Method operating 

time (sec)
Verified method accuracy 

(%)

Maximum 307200 263108 238907 0.245 77.77

Fitting 307200 299983 291192 3.246 94.79

Our method 307200 300408 291693 6.965 94.95

Table 3

Results of the analysis methods on the input data simulated with a load level of 107 pulses per second

Method ID
Number of simu-

lated pulses
Number of pulses 

recognized in total
Number of veri-

fied pulses
Method operating 

time (sec)
Verified method accura-

cy (%)

Maximum 307200 61284 18381 0.061 5.98

Fitting 307200 244711 165350 6.791 53.82

Our method 307200 248356 166701 1.124 54.26
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It is worth noting that the devised Tracking method 
demonstrated better verified recognition accuracy compared to 
the considered existing methods in all three scenarios that were 
investigated. In addition, Tables 1–3 also contain information 
about data processing time. The duration of the analysis by the 
simple method of Maximum was, as expected, the shortest. The 
Fitting method showed a better speed of operation than the de-
vised method on data simulated with a loading parameter of 105 
and 106 pulses per second (Tables 1, 2); however, the new meth-
od worked faster at a load of 107 pulses per second (Table 3).

 6. Discussion of results based on investigating the methods 
of analysis of spectrometric signals

In contrast to previous studies [2, 5], in which the total 
number of recognized pulses and the resulting spectrum were 
mainly determined, in this work the concept of verified accu-
racy of the analysis method was introduced. This was done by 
computer simulation of the reference input data (Fig. 2) and 
implementation of the verification algorithm, which made it 
possible to objectively assess the accuracy of recognition by 
new and existing methods.

As could be seen from the diagrams in Fig. 5–7, a, and the 
comparative results of the analysis methods given in Table 1, 
the devised and considered known methods showed a fairly 
high recognition accuracy at a load level of 105 pulses per 
second. This is explained by the relatively small probability of 
pulse overlap in such a scenario. 

A feature of the newly devised method, in comparison 
with some well-known ones [2], is the technique for filtering 
the signal from noise without significant modification of the 
usable component. Also, unlike existing simple methods of 
analysis (Maximum, Sum), the devised Tracking method, like 
the Fitting method, is capable of better analyzing impulses with 
relatively frequent overlap. After all, in the process of determin-
ing the level of their amplitudes, this processing method imple-
ments a mechanism for taking into account the influence of the 
signal value of the falling component of the previous pulses. 
Therefore, on the diagrams of the distribution of amplitudes at 
the load level of 106, shown in Fig. 5, b, the new method demon-
strates less deviation from the linear distribution and a fairly 
high accuracy of recognition (Table 2). In the case of a load of 
107, the verified accuracy of the Tracking method decreased to 
54.26 % (Table 3). This result is explained by the fact that at a 
given loading level, the probability of superposition of pulses 
increases greatly, and often two or more of them superimpose in 
such a way as to form a single pulse with a large amplitude. In 
conclusion, the comparative results given in Tables 1–3, show 
that the devised method has made it possible to achieve the 
main goal of the study and improve the accuracy of recognition 
in the considered scenarios.

But it is worth noting that the pulses of the signal simulat-
ed in this study have a very sharp rising edge and fall, so the 
filtering mechanism by the devised method of the upper part of 
the pulses may not have a significant effect. In some cases, hard-
ware filters are additionally used in the electronic equipment 
to record the signal from the detector, which form pulses with 
a slower rise and fall at the output (an example of such a signal 
was shown in Fig. 3). It could be assumed that a new analysis 
method could show better results on such digital data. 

One limitation of this study is that the analysis was per-
formed exclusively on a simulated digital signal, with a linear 
idealized pulse amplitude distribution and simulated load 

levels of 105, 106 and 107 pulses per second. Therefore, a further 
direction of research is to check the operation of the described 
methods on real experimental data obtained from the digitizer, 
as well as on simulated idealized data close to real spectra.

The result of our research is the possibility for improving 
accuracy in recognizing the parameters of spectrometric sig-
nals in the process of computer processing of digitized experi-
mental data. This effect could be achieved by using the devised 
Tracking method.

In addition, the software developed in the research process 
could be used for further testing and improvement of computer 
methods for processing and analyzing digitized spectrometric 
data.

7. Conclusions 

1. With the help of computer simulation, based on special-
ized template files, reference digital input data with a known 
distribution of pulse amplitudes (linear) were compiled for 
further analysis by various methods. A verification algorithm 
was also developed, which made it possible to compare arrays 
of generated and recognized pulses after analysis and deter-
mine what percentage of pulses detected by a certain method 
coincide with those that were simulated. This made it possible 
to more objectively assess the accuracy of recognition by each of 
the methods (especially under conditions of frequent superposi-
tion of pulses), unlike previous studies, in which only the total 
number of recognized pulses was determined.

2. An approach to filtering the spectrometric signal from 
electrical noise with minimal changes in the usable component 
has been implemented, based on the use of Fast Discrete Fouri-
er Transform, and an algorithm for recognizing pulses with am-
plitude correction during their superimposition was developed. 
After testing on simulated data, the new algorithm showed fair-
ly high recognition accuracy at load levels of 105 and 106 pulses 
per second (about 99.5 % and 94.9 %, respectively) under the 
considered conditions of the experimental simulation. With a 
load level of 107 and a high probability of pulse superposition, 
the verified recognition accuracy was about 54.2 %.

3. In order to evaluate the effectiveness of the developed algo-
rithms and comparative analysis, two existing methods of spec-
tral analysis were programmatically implemented: the Maximum 
method and the Fitting method. Their data processing speed was 
calculated, recognition accuracy was verified, and comparative 
characteristics of all considered methods were obtained. In 
conclusion, the new method showed 17–48 % better recognition 
accuracy than the simple Maximum method at high load levels. 
In addition, in the investigated scenarios, the devised method 
has made it possible to slightly improve the recognition accu-
racy compared to the existing Fitting method (by 0.05–0.4 %).
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