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For the modern stage of science 
and technology development, the 
problem of information protection 
from unauthorized access is becom-
ing relevant. The object of research 
is the process of monitoring infor-
mation protection objects for time-
ly detection and securing of leakage 
channels. The subject of research is 
ensuring automatic control of moni-
toring means for information protec-
tion objects. 

The article presents the results 
of the development of a method for 
automatic control of information pro-
tection object monitoring means by 
improving the control process, taking 
into account the peculiarities of the 
potential threats impact. The advan-
tage of this study is the involvement 
of artificial intelligence in monitor-
ing information protection objects in 
order to timely detect new threats 
to leakage channels. The essence 
of the method is to use a cybernet-
ic approach to the development of 
adaptive control systems for moni-
toring information protection objects. 
The structure of the modeling meth-
od is considered, the procedure for 
assessing the adequacy and accu-
racy of determining the parameters 
of monitoring information protection 
objects. Proposals for implementing 
a method for controlling information 
protection object monitoring means 
based on associative control devices 
are substantiated. Schemes for imple-
menting an associative control device 
for determining the parameters of 
an information protection object 
are presented, and the results of the 
practical implementation of the pro-
posed method are also presented. A 
feature of the study are the developed 
associative control devices that pro-
vide the accumulation of knowledge 
in the process of learning about the 
threats of information leakage to the 
object of protection. The results of the 
study allow to improve the quality of 
detecting threats of information leak-
age to the object of protection and 
take into account possible changes 
in the characteristics of promising 
information leakage channels
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1. Introduction

The development of modern security tools is based on 
symmetric and asymmetric cryptosystems, while the emer-

gence of a full-scale quantum computer can bring chaos to 
security systems and significantly reduce the level of secu-
rity [1]. In addition, the introduction of an artificial intel-
ligence (AI) system at the first stage of a targeted (mixed) 
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networks (RGAN) for automatic control. However, the use 
of IoT elements unfortunately creates critical points of any 
infrastructure, so their use in protection systems must be 
limited. In work [6], a network monitoring index (NMI) was 
developed to assess the cybersecurity status of critical infor-
mation infrastructure objects. The authors studied 15 exist-
ing cybersecurity indices that include a network component 
and identified data sources for forming NMI: network traffic 
analysis, vulnerability scanning results, and threat informa-
tion. The proposed NMI model integrates objective data 
with subjective assessments of auditors, which provides a 
comprehensive assessment of network security. However, it 
should be noted that the developed approach depends on the 
subjectivity of assessments, the complexity of integrating 
heterogeneous data, and the lack of practical results for test-
ing the model. In [7], an analytical transformation is shown 
to solve the problem of probabilistic limitation of transmis-
sion channel downtime. Safe maximization of energy effi-
ciency is chosen as the objective function, and the resulting 
resource optimization is processed using an alternative 
maximization structure. However, this approach does not 
allow to identify indicators (criteria) of the presence of infor-
mation leakage channels. In [8], four indicators based on the 
T-test are used to assess the resistance to side channel at-
tacks. The results, based on the correlation coefficient, show 
a correlation between resistance to side channel attacks and 
performance. The work [9] proposes a wireless monitoring 
and automatic protection system for ensuring security at 
critical infrastructure facilities, based on wireless sensor 
networks (WSN). The system nodes monitor critical param-
eters and ensure the activation of protective devices in case 
of a threat. Network data processing algorithms and auto-
mated response mechanisms are used, allowing remote secu-
rity control via a portable terminal. The main disadvantages 
of the proposed system from the point of view of cybersecu-
rity are the dependence on the stability of the wireless net-
work, which may be vulnerable to attacks on the net-
work (interception of data or blocking of nodes). The 
proposed system also has limited reliability in conditions of 
external interference or threats of targeted disruption of 
communication. System integration requires additional 
measures to protect the transmitted information and ensure 
data confidentiality. In [10], a security authentication 
scheme is proposed that uses intelligent prediction mecha-
nisms to detect spoofing attacks. However, this scheme is 
not adapted to an automated decision-making system for 
detecting information leakage channels. In [11], a manual 
monitoring method and an automatic active monitoring 
method are compared to determine the concentrations of 
hazardous substances. A comparison of the data obtained by 
the two methods demonstrated their high consistency. The 
automatic method provides continuous monitoring and min-
imizes the human factor, but requires proper protection of 
information transmitted over the network from possible cy-
ber threats. To ensure effective automation, it is necessary to 
implement reliable mechanisms for data encryption and 
protection of information transmission systems, as well as to 
take into account the risks of interference in automated 
monitoring systems. In [12], two-factor authentication is 
used, where the authorization code is sent via a separate 
channel. This approach is generally recognized to be associ-
ated with significant overhead costs, both due to the use of 
additional channels and the need for additional processing. 
At the same time, no analysis of the impact of costs on in-

attack can significantly simplify and accelerate the detection 
of anomalies (deviations from normal operation) in the oper-
ation of the infrastructure. AI also allows for timely analysis 
of SIEM systems and similar anomaly detection and analysis 
systems [2]. At the same time, for any protection object, it 
is necessary to take into account not only the current state 
of information protection, but also the possibility of timely 
formation of preventive protection measures. When check-
ing for the presence of information leakage channels, special 
technical means are used, aimed at checking certain signs of 
data leakage [3]. This uses a significant set of features inher-
ent in each technical monitoring tool (verification method). 

Therefore, consideration of a number of issues related to 
the problem of developing principles for constructing and 
methods for synthesizing monitoring systems for informa-
tion protection objects that are capable of detecting and 
timely securing information leakage channels or preventing 
impact on them is becoming relevant [1, 3].

Control tasks in conditions of significant a priori uncer-
tainty arise primarily when the description of the regulari-
ties of the functioning of the information protection control 
object cannot be formalized. Also, its formal model is so 
complex that the task of synthesizing optimal control in real 
time becomes unfeasible. Under these conditions, the only 
possible means of solving the problem is the accumulated 
control experience, that is, the accumulation of knowledge 
about the regularities of the formation of control influences 
in the form of associative pairs “stimulus-response”. The gen-
eralization of this experience in “active memory” provides 
the superposition (generalization) of experience and the 
associative selection of the corresponding control when the 
values of the parameters of the state of the control object are 
supplied to the input of the stimulus.

The first known experiments on the creation of systems 
of this type were Rosenblatt’s perceptrons, which performed 
image recognition; training programs, which performed 
recognition of oil deposits, chemical compounds, diseases, 
etc. [4, 5]. Modern various modifications of the approach to 
information processing based on knowledge accumulated 
in the active memory of electronic information carriers are 
actively developing. Systems of this kind are called expert. A 
feature of the modern stage of development of expert systems 
is an integrated approach to the development of their hard-
ware, software and algorithmic support.

It is generally accepted that the introduction of expert 
systems into the practice of automatic control and deci-
sion-making leads to the creation of an automatic dispatch-
er, an intelligent robot, and other similar systems. Expert 
systems also provide a significant expansion of the areas of 
automatic control and an increase in the efficiency of control 
in conditions of insurmountable information uncertainty.

Thus, the current task is the timely detection and anal-
ysis of anomalies and/or deviations from normal operation, 
which, in the context of increasing computing capabilities, 
requires automation and efficiency.

2. Literature review and problem statement.

The analysis of work [5] showed that it is possible to use 
artificial intelligence systems in combination with IoT ele-
ments/systems. The proposed ICFPS creates deep learning 
methods, such as recurrent convolutional neural net-
works (RCNN) and recurrent generative adversarial neural 
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creasing security and availability during information trans-
mission is performed. In [13], an automatic method for col-
lecting and monitoring fault codes in industrial processes 
controlled by microcontrollers using Industry 4.0 technolo-
gies is proposed. Examples are Big Data, industrial net-
works, manufacturing execution systems (MES) and cloud 
computing. The method includes 12 steps adapted to micro-
controllers, which allows real-time error codes to be moni-
tored on a production line of five interconnected processes. 
Due to this, the system allows to accurately determine the 
causes of downtime and improve resource allocation to re-
duce time loss due to failures. The implementation of the 
method in real conditions has shown its effectiveness in 
identifying problem areas and increasing productivity. Re-
garding information security methods, the main focus is on 
protecting data collected in real time through industrial 
networks and cloud platforms. A system based on automatic 
data collection must have an appropriate level of protection 
against unauthorized access and manipulation of informa-
tion. However, despite the effectiveness of using such tech-
nologies, the disadvantages are the risks associated with the 
security of information networks that process sensitive data 
on the state of industrial processes. Taking these aspects 
into account is important for preventing cyberattacks and 
ensuring data security within the framework of Industry 4.0. 
In [14], the security of information transmission is consid-
ered physically as an additional level of security that ensures 
the confidentiality of radio communication. Typical charac-
teristics of a wireless channel (noise, interference) can be 
used to preserve the confidentiality of the message from po-
tential interceptors. Coordinated planning of channel 
switching between different cells that use the same radio 
resources is proposed, based on the use of spatial informa-
tion. However, the issue of ensuring the reliability of infor-
mation transmission is not investigated in the work. In [15], 
the implementation and testing of a scalable EHR control 
system based on blockchain is proposed. The disadvantage of 
this work is the two-channel transmission of information, 
which does not provide the necessary reliability of informa-
tion transmission. The paper [16] presents a new method for 
fast and accurate detection of multiple moving objects in im-
ages, which is important for security. The method combines 
source feature extraction (center of gravity, shape, flow) and a 
neural network to improve detection accuracy, even with 
complex backgrounds and different object motion modes. 
However, the method relies on pre-extraction of features and 
depends on the efficiency of the neural network for classifi-
cation, which may be limited by lighting conditions or in-
complete training data. The paper does not address the sta-
bility of the method in noisy or very low-light conditions, 
which may affect detection accuracy. The papers [17, 18] in-
vestigated the decision-making process associated with 
managing digital communities in the ecosystem of digital 
social channels, especially in the context of antagonistic 
digital communication and the spread of malicious content. 
The proposed method is based on the analysis of the informa-
tion situation in managing digital communities under condi-
tions of complete uncertainty, antagonistic behavior, and 
partial uncertainty. However, there are no results of research 
into the possible impact of unreliable transmission chan-
nels (broken channels) on decision-making. The work [19] 
proposes an integrated method for automatic retrieval in 
BIM, focusing on geometric and attribute information of 
“secondary” building objects for effective management 

during the operation and maintenance (FM) phase. Howev-
er, from the point of view of information security, especially 
in the context of critical infrastructure objects, this ap-
proach raises several concerns. Automatic retrieval through 
segmented point clouds and the use of machine learning for 
data processing can be vulnerable to attacks such as data 
manipulation or unauthorized interference in processing 
processes. Potential vulnerabilities can be associated with 
unreliable authentication of devices on the network or unse-
cured data transmission channels, which in critical infra-
structures can lead to serious consequences. In addition, the 
scalability of this system in conditions of high sensitivity of 
information about building components and their attributes 
requires a special approach to data encryption and protec-
tion against leaks. The work [20] considers the important 
problem of personal data protection in the context of algo-
rithmic monitoring, which is relevant in the era of big data. 
However, the work does not consider specific threats associ-
ated with the use of such technologies at critical infrastruc-
ture facilities, where data leaks or misuse can lead to serious 
security breaches, including cyberattacks or sabotage. The 
work [21] considers methods for maintaining the security of 
information systems, the degree of vulnerability of which is 
partially observed. In each period, the decision-maker must 
make one of three decisions: do nothing, check and imple-
ment (remove the vulnerability), if necessary, and implement 
directly. The disadvantage of the study is the lack of calcula-
tion of indicators that would help make a particular decision 
(no threat ranking). The work [22] is devoted to the use 
of GNSS-RTK technology for automatic monitoring of the 
technical condition of port structures, in particular for de-
tecting structural displacements and damages. Since tradi-
tional monitoring methods require constant human inter-
vention, the authors propose a new solution for automatic 
warning of port safety risks. They propose the use of warn-
ing signals (whistles, lights or messages) for a quick response 
to possible structural displacements. GNSS-RTK technolo-
gy allows obtaining accurate monitoring data that can be 
used to predict future changes and damages to structures. 
This solution is aimed at ensuring the safety, stability and 
efficient operation of port facilities in the conditions of the 
technological revolution 4.0. However, the effectiveness of 
automatic systems in real conditions is critically important, 
which requires additional research and improvements in the 
field of information security, especially in the context of 
protecting monitoring data from malicious influences. The 
paper [23] describes the development of a real-time object 
detection and monitoring system for security, using deep 
learning and filtering algorithms to improve the accuracy of 
object tracking in complex environments. Although the sys-
tem demonstrates high performance on the MOT15, MOT16, 
and MOT17 datasets, the paper does not pay enough atten-
tion to information security issues, in particular, the protec-
tion of personal data and the integrity of information in real 
time. The use of such technologies in critical infrastructures 
without proper protection can create vulnerabilities, which 
is a serious risk to data privacy and security. In [24], the 
authors propose the use of chaotic encryption to ensure the 
security of data transmission over communication channels. 
Through a comprehensive analysis, it evaluates the perfor-
mance of chaotic encryption algorithms in terms of encryp-
tion strength, computational efficiency, and resistance to 
attacks. In addition, the study studies the integration of 
chaotic encryption with conventional cryptographic proto-
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cols to create hybrid encryption schemes capable of provid-
ing multi-level protection. However, the authors do not take 
into account the need to ensure the speed and reliability of 
data transmission, as well as the possibility of building 
multi-circuit security systems.

Thus, the current unsolved problem is the lack of effec-
tive methods for timely detection of new threats to the object 
of information protection and securing of leakage channels. 
Existing manual (expert) methods of threat monitoring do 
not allow for prompt detection and securing of information 
leakage channels. The study is aimed at improving the 
quality of detection of threats to the object of information 
leakage, including by taking into account possible changes 
in the characteristics of new information leakage channels.

3. The aim and objectives of the study

The aim of the study is to develop a method for automat-
ic control of monitoring means for information protection 
objects, which, based on artificial intelligence systems, will 
ensure timely detection and analysis of anomalies and/or 
deviations from normal operation, which, in the context of 
increasing computing capabilities, requires automation and 
efficiency.

To achieve the aim of the study, it is necessary to solve 
the following tasks:

– to develop a functional scheme for automatic control of 
monitoring of protected objects;

– to develop a simulation model of automatic control of 
monitoring of protected objects;

– to determine the structure of the method of automatic 
control of monitoring means of information protection ob-
jects and the algorithm of its application. 

4. Research materials and methods 

The object of the study is the means of monitoring in-
formation protection objects. The main hypothesis of the 
study is the assumption that with optimal control orga-
nization, the means of monitoring information protection 
objects are able to detect and secure information leakage 
channels in a timely manner. The simplifications adopt-
ed in the study consist in determining the probability of 
detecting the threat of information leakage to the object 
of protection by monitoring means equal to one. When 
developing a method for automatic control of the means for 
monitoring information protection objects, the following 
research methods were used:

– theoretical – methods of operational analysis, control 
theory;

– experimental (when building a simulation model) – 
statistical decision theory, principles of systems analysis and 
modeling.

The use of the mentioned theoretical research methods 
will allow to develop a functional scheme of automatic con-
trol of monitoring of information protection objects. The use 
of the above experimental research methods will allow to 
develop a simulation model of automatic control of monitor-
ing of information protection objects. The use of a set of the 
above theoretical and experimental research methods will 
allow to develop a method of automatic control of monitor-
ing means of information protection objects.

An important trend of modern times is the creation of a 
new generation of automatic control computing devices, in 
which the computing block has the form of a homogeneous 
system composed of identical elements. By the nature of 
their action, they differ from each other only by the influence 
of another level, that is, the control circuit, which regulates 
the functioning of the device for calculating the required pa-
rameters. The prerequisite for the creation of such automatic 
control systems was the development of microelectronics.

When solving this type of problem, in many cases it is 
necessary to limit oneself to using a computing device to 
assess the state of the system and to determine alternative 
options for influencing the system, that is, to the participa-
tion of the computing device in the role of a kind of advisor.

The introduction of such a form of control by means of 
monitoring information protection objects means a big step 
forward. However, the next stage should be prepared – direct 
control of the organization of a complex of many elements, 
which is carried out by a computing device. If the ultimate 
goal of automatic control of the organization is to regulate 
the structure, that is, the configuration, then the schematic 
diagram can be presented as follows (Fig. 1). In Fig. 1, let’s 
denote: K – a complex consisting of many elements; F – a 
certain block, the so-called formator (i.e., a block that forms 
the organization of the complex K).

This block has a computing device that evaluates the 
data S obtained from the measurement results, relating to 
the variables of the internal state of the information pro-
tection object, i.e. the state of the internal structure. This 
data is obtained at different points inside the complex and 
is compared with the required values provided by the com-
mand variables R. Based on this comparison and taking into 
account the disturbing variables P acting on the complex. 
And also based on other variables V at its own output, the 
formator calculates the correction variables A, which detect 
the impact on the system and provide its control.

If the ultimate goal of automatic control of means is to 
regulate the structure, i.e. configuration, then the schematic 
diagram can be presented as follows. Creating a closed con-
trol loop of monitoring information protection objects means 
and thus consistently and completely applying the principle 
of feedback is one of the pillars on which Norbert Wiener put 
forward the concept of cybernetics [4, 11].

Thus, decentralization of control leads to a decrease in 
uncertainty associated with the collection and processing of 
information. However, in turn, it serves as a source of new 
uncertainty. Indeed, as soon as a subsystem receives the 
right to make decisions, it turns into a kind of independent 
organism, and, therefore, inevitably acquires its own inter-
est, in general not identical to the interests of the upper lev-
els. The difference of these interests is determined by many 
factors – the system of relations, penalties, incentives, etc.

Thus, the main reason for the uncertainty that arises in 
conjunction with the formation of a hierarchical structure 
in the control system is the inevitability of contradictions 
between the whole and its parts, which is manifested in the 
non-identity of the interests of the entire system and its in-
dividual links. Therefore, it is possible to assert only about 
the optimal degree of decentralization, about the optimal 
distribution of decision-making functions between the cen-
tral body and the links of the system. Such a system of views 
on the causes of the emergence of a hierarchical structure in 
control systems opens up the possibility of wide use of oper-
ational analysis methods for research.
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5. The results of the development of an improved 
method of automatic control of the monitoring 

protection means

5. 1. Development of a functional scheme for 
automatic control of protection objects monitoring

Control is understood as the process of orga-
nizing such a purposeful action on some part of the 
environment, which is called the object of control, 
as a result of which the needs of the subject inter-
acting with this object are satisfied. The analysis of 
control distinguishes triad – environment, object, 
subject (Fig. 2).

The subject is influenced by the state of the 
environment X and the state of the object Y. If the 
state of the environment X cannot be changed, 
then the state of the object can be controlled by the 
corresponding organized action U from the space 
R (U∈R), which determines the control procedure. 
The state of the object Y affects the state of the 
subject’s needs. Let A(α1, α2,…, αk) be the subject’s 
needs, where αi is the state of the subject’s i-th need (k is 
the subject’s total resource base). The subject builds its 
behavior in such a way as to minimize needs, that is, 
let’s come to the problem of multi-criteria optimization 

( ) ( ), min , .i U R
X Y i k

∈
α →

This dependence characterizes the unknown, but existing 
connection of needs with the state X of the environment and 
the behavior U of the subject. A moderate approach to the con-
trol process allows to decompose the control algorithm and 
introduce into consideration the intermediate stage of study – 
the formulation of the control goal, and the solution should 
be carried out at an intuitive level Z*=φ1 (A, X), where φ1 – 
algorithm for synthesizing a goal based on needs A and the 
state of the environment X. The value Z* more precisely can be 
characterized as a model of the state necessary to achieve the 
ultimate goal, that is, it is such a state * ,XY  which will satisfy 
the needs of the subject at a fixed state of the environment 
X and the needs A. Formulating the goal Z* with the help of 
an algorithm φ1 the subject thereby translates it̀ s needs into 
the language of the object’s states: * *: ,XZ Y Y= → which allows 
to transfer the procedure of synthesis and implementation of 
control to another subject or automated complex.

In the second stage, control *
XU  is determined, the im-

plementation of which ensures the achievement of the goal Z*, 
that is ( )* *

2 , ,XU Z X= φ , where φ2 – control algorithm. This 
algorithm should be built using the principles of cybernetics.

It is quite clear that different functions of the control 
process are performed by different structural elements: 
the first function (φ1) is performed by the subject, and 
the second (φ2) – by control (controlling) device (CD).  
Fig. 3 shows a control system that represents an object in 
combination with a control device.

The central link in the method of monitoring means control 
for information protection objects is a simulation model – a 
formalized process diagram, i.e. a formal description of the 
procedure for the functioning of a complex object in the system 
under study (Fig. 4). Other models in this diagram constitute 
the external mathematical support for the simulation process.

Input models provide the specification of certain values of 
input factors. Deterministic input models are arrays of values 
of constants, or functions α(t) depending on time t. Random 
input models are random number sensors (RNS) that simulate 
the specification of random influences. Due to the fact that the 
result of a single simulation cannot characterize the process as 
a whole, there is a need to analyze the results of multiple simu-
lations, because due to the law of large numbers, statistical esti-
mates of unknown parameters acquire statistical stability. The 
output model provides accumulation, processing and analysis 
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Fig.	1.	The	basic	scheme	of	automatic	control	of	monitoring	
means	for	information	protection	objects
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of a set of random results. For this purpose, multiple recalcu-
lation of the values of the output characteristic is organized at 
constant values of α and x (controlled variables) and different 
values of random factors y – “cycle by variable y”. In this regard, 
the output model includes programs for planning the experi-
ment, and in addition solves the problem of processing random 
values of the output characteristic, that is, reduces the problem 
to a deterministic one using the “averaging by result” method. 
The optimality criterion Ek is introduced into the proposed op-
timization model (Fig. 4) to find the optimal algorithm for con-
trolling monitoring means of information protection objects. 
The optimality criterion for modeling can be the minimum 
expenditure of time or material resources (financial costs, ener-
gy consumption, etc.) when implementing automatic control of 
monitoring means of information protection objects.

The feedback model allows, based on the analysis of 
the obtained simulation results, to change the values of the 
controlled variables, implementing the strategic planning 
function of the simulation experiment. The operation of the 
feedback model depends on the selected optimality criterion 
Ek, since the function of implementing the strategic planning 
of the simulation experiment depends on it.

5. 2. Development of a simulation model for automatic 
control of protected objects monitoring

The simulation model reflects the sequence of elementary 
processes along the “modeling” time axis tM, therefore, the 
process of functioning of an object over a time interval of du-
ration T can be represented as a random sequence of discrete 
time moments .M

it  At each of these moments, the states of 
the object elements change, and in the intervals between the 
moments of time M

it  – not.
The implementation of the basic principles of system 

analysis and modeling makes it possible to formulate the 
basic provisions for constructing modeling algorithms.

Temporal modeling with a deterministic step (∆t principle), 
consisting of a set of repeatedly repeated actions:

– at the i-th step at time ;M
it  all elements are viewed 

and those that are changing their state at this moment are 
determined;

– all state changes occurring at a given time are mod-
eled ;M

it
– there is a transition to the (i+1)-th step, which is exe-

cuted at time 1 .M M
i it t t+ = + ∆

This principle is the most universal, but uneconomical in 
terms of using computer time.

The accuracy of implementing a mathematical model on a 
computer through the prism of a set of different types of errors: 

– modeling errors resulting from lack of awareness or 
inaccurate input data specification;

– modeling errors that arise when simplifying the initial 
mathematical model;

– errors in calculating the characteristics at the system 
output due to the discrete implementation of the mathe-
matical model on a computer, including rounding errors;

– modeling errors due to the limitations of 
statistics during selective processing of statistical 
information or the limited number of random tests 
of the model in the computing device (simulation) 
environment. 

Thus, an improved method of controlling mon-
itoring means for information protection objects 
using elements of artificial intelligence systems is 
built on the implementation of:

– functional diagram of the control pro-
cess (Fig. 3), where a control device is additionally 
introduced; 

– structural diagram of the modeling algo-
rithm (Fig. 4) for the optimization model with 
random factors. 

The proposed method allows to form a con-
trol system for monitoring information protec-
tion objects, capable of automatically updating 
and expanding the existing database on the 
presence of characteristics of the impact on the 
protection object.

With some generalizations, the scheme shown 
in Fig. 1 may also be of interest for some inter-

esting cases of automatic control of the organization of 
systems. It can also be successfully used in some cybernetic 
systems that automatically improve themselves in the pro-
cess of their work.

Thus, it is proposed to develop in a direction that allows 
systems to better perform their functions, which is why they 
are called automatically self-learning systems, which are a 
very progressive form of cybernetic systems. Let’s consider 
two examples:

1. Control scheme with a regulating device in the form of 
a self-learning system (Fig. 5).

In Fig. 5 it is indicated: CS – controlled system; x – reg-
ulated variable; SCS – self-improving cybernetic system, 
which consists of two blocks – K and F. The main block of 
the SCS – block K – a computing device that works as a reg-
ulating device. Block F – a regulation block that determines 
the parameters of the main block K. The SCS block can be 
considered a system with “artificial intelligence”, since this 
block contains “learning” procedures to respond to new 
threats (channel characteristics) of information leakage.

Block F consists of two parts:
a) control block N, which receives information from a 

higher level: about the control variable w; about the devi-
ation xw of the controlled variable; about the correcting 
variable of the control block y; about the state variables of 
the digital control block K.
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Guided by the evaluation of this data, block 
N gives command H to block VA; 

b) the task of the VA block is to select the 
most adequate one from the available algo-
rithms for control. Based on the variables (xw 
and y) entered into it and the command (di-
rection, guiding command) H, this block se-
lects the algorithm A, according to which the 
control block K – a digital computer – should 
operate. This scheme is interesting in that it 
contains a higher-level control block N, which 
evaluates the quality of the functioning of the 
block K.

It is assumed that the cybernetic system 
SCS operates cyclically. For example, the con-
trol block K operates according to a certain 
algorithm A1. If its operation does not meet the 
requirements of the evaluation in the block N, 
then the corresponding command H is given, 
and the block VA selects another algorithm 
for the control block K in the next cycle. The 
results of using the algorithm A2 are also 
evaluated by the block N, and depending on 
the result of this block, a new command H is 
generated and given. As a certain number of 
cycles are completed (after the completion of 
the self-learning stage), the digital control 
block K will probably work satisfactorily, and the block 
VA will no longer change its algorithm of operation. When 
conditions change, for example, when the command vari-
able w changes over time, or when the parameters of the 
control system CS change, the block F again intervenes in 
the work, changing the algorithm A of the operation of the 
control block K.

2. The case (Fig. 6) when a self-improving cybernetic 
system, the organization of which is automatically regulat-

ed, is connected in parallel with the con-
trol block RU during the self-improvement 
period, but its parameters are not quanti-
tatively determined. The control system 
(the CS control system and the control 
block RU) is here ready to be connected to 
the SCS system.

When the toggle switches are set to 
position 1, the control system operates 
normally. During this period, based on 
information about xw and yRU, as well as 
w, the development of the organization of 
the main block K, which was not organized 
properly at the beginning and is gradually 
improving, adapting to the performance of 
its functions in the future, is controlled by 
the regulating block F.

After switching the toggle switches 
to position 2, the functions of the control 
block RU are transferred to the main block 
and the control block is thus switched off. 
The main block K is not further improved, 
and the block F can be switched off. How-
ever, it is possible that the block K will con-
tinue to improve itself if it continues to be 
influenced by the block F, and then a situa-
tion similar to the previous case is created.

However, there is a significant difference here – the 
development of the block K is carried out during the pre-
paratory period without including it in the control scheme, 
which facilitates the commissioning of the control system. 
The block K is included in the control scheme as a regulating 
device not earlier than the required basic parameters are 
achieved. This case has the advantage that in this way a copy 
of a well-organized and functioning device is created, with-
out the need to study its dynamic characteristics in detail.
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The basic scheme (Fig. 1) can also be 
used to explain other classical cybernetic 
systems, examples of which are the ho-
meostat, the Farley and Clark system, the 
perceptron, etc. [1, 24, 25]. It can also be 
used to illustrate the connections in a new 
type of systems developed for automatic 
control of monitoring facilities for infor-
mation protection [1, 24, 25].

Associative control devices (ACDs) 
implement the AI function of the devel-
oped model. The AI function consists in 
recognizing potential threats that can 
affect information protection objects. In 
the ACD, the AI function is presented as 
a set of technological tools and algorithms 
that provide information (forecasts, rec-
ommendations and possible solutions) 
on the existence of information leakage 
channels or channels of influence of po-
tential threats on the protection object. 
The characteristics of potential threats to 
the information protection object for the purpose of estab-
lishing leakage channels are considered in more detail in the 
works [3, 25]. The ACD block that needs to be trained pro-
vides the selection of a control signal based on associations 
accumulated during the training process. The structural 
diagram of the ACD is shown in Fig. 7, where:

– DC − dichotomous classifier, which divides the space of 
input signals belonging to different classes;

– P1, P2,…, Pm − preprocessors that map the extended 
inverse feedback signal y of the observed situation vector X 
into the rectification space Z; 

– М1, М2,…, Мm − multiplication chains that multiply 
the components of the directed space vector zi by the compo-
nents of the normal vector to the separating hyperplane Wi;

– SM – adder; 
– TE − threshold element, which corresponds to the neg-

ative value of the variable s the output signal with the level 
“–1”, and to the positive value – “+1”;

– І − integrator, which ensures the change in the value 
of the control signal y according to the results of the remote 
control operation; 

– Х − vector of input signals that encodes the state of the 
control situation;

– y – control signal; 
– u − binary control signal; 
– s − a signal that characterizes the direction and mag-

nitude of the deviation of an image point in Euclidean space 
from the separating hyperplane. 

The basis of the ACD is a dichotomous classifier that 
assigns the observed image vector to one of two classes. It 
performs this task according to the rule:

( )
( )

1

2

, 0,

, 0,

X x
x

X x

 ψ >∈
ψ <

 (1)

where X1, X2 − half-spaces of feature space X, containing 
vectors of observed features of the first and second classes, 
respectively (1); ψ(x) − solving rule (parting surface).

The task of learning ACP is reduced to determining the 
solution rule ψ(x) on a sample intended for training, the ele-
ments of which are image vectors xj, for which there is a pri-
ori information about their belonging to a particular class.

Almost all known learning algorithms are based on the 
principle [12] that the solution rule can be represented as a 
finite number of terms of the expansion of the separating func-
tion in a series according to a system of orthogonal functions:

( ) ( ),x W xψ = φ  (2)

where W – vector of weight coefficients; ψ(x) – vector of a 
system of orthogonal functions.

Such important characteristics of a classifier as recog-
nition ability, convergence speed, reliability and predictive 
ability [2] are determined by the choice of a system of or-
thogonal functions. Thus, in the case of ψ(x)=x it is possible 
to obtain a linear classifier (or linear threshold element), in 
the case of choosing the function parameterization ψ(x) us-
ing piecewise linear approximation, it is possible to obtain a 
piecewise linear classifier of the perceptron type, in the case 
of direct use of the system of orthogonal functions,  there is 
a learning Φ-machine [2, 24], which has the greatest capabil-
ities for qualitative image classification.

For further study, it is convenient to present the dichoto-
mous classifier as composed of two serially connected parts: 
a preprocessor and a threshold logic element (TLE). The 
processor performs calculations according to the formula:

( ),i iz x= φ  (3)

where zi – components of the image vector in the rectifiable 
space Z.

The threshold logic element performs the separation of 
images in the directed space Z according to the rule:

1

2

, 0,

, 0,

x W z
z

x W z

⋅ >
∈ ⋅ <

 (4)

where W·z – separating hyperplane; W – normal vector to 
the dividing hyperplane.

Thus, training a classifier to divide observed images into 
two classes (4) based on a training sample reduces to solving 
two problems: 

1) defining functions φi (x), implemented by the prepro-
cessor;
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Fig.	7.	Scheme	of	associative	control	of	information	protection	object		
monitoring	tools



33

Information and controlling system

2) definition of the normal vector W, implemented by TLE.
To solve the first problem, various approaches can be 

used: stochastic approximation, Bayesian learning, potential 
function methods, nearest neighbors, generalized portrait, 
etc. [7, 12, 15, 18].

The second problem should be solved using the error-cor-
rection learning method, which is discussed in almost all publi-
cations that consider the process of pattern recognition [11, 17]. 
This method ensures the convergence of the learning process 
for an arbitrary linearly separable data set. The idea of the 
method is to provide a mapping of the separating hyperplane 
from the incorrectly classified point [4]. From dependence (3) 
it follows that the algebraic sign of the scalar product of the 
weight vector W by the image vector in the directed space Z:

,W z s⋅ =  (5)

indicates on which side of the solution hyperplane the point 
representing the image is located.

In the first step of the learning process, the normal vector is 
taken W=K, where K is obtained as a result of solving the prob-
lem of determining φi (x). Next, the sequential review of the el-
ements of the training sample begins. When at the  k-th step the 
image xk, entered by TLE not in the class to which it belongs, 
mining W×zk has an algebraic sign opposite to the desired one. 
Therefore, it is necessary to adjust the weight vector according 
to the requirements of the training sample. Such a corrected 
vector is denoted by W/. The requirement for such a vector 
is that its product with the image vector ( )W z⋅ = ϖ ϖ = −ϖ
acquired the opposite sign compared to the sign of the misclas-
sification. To increase the convergence of the learning process, 
the new weight vector is calculated by the formula:

.W W W′ = + ∆  (6)

Combining dependencies (5) and (6), the equation is 
calculated:

( ) ,kW W z+ ∆ = −ϖ  (7)

which solution is the correction to the vector W:

2
.k

k k
W z

z z
ϖ∆ = −
⋅

 (8)

The method for solving the first problem is as follows: 
defining functions φi (x) mapping of image vectors x into the 
rectification space Z, is based on the following considerations. 
Let, at the request of the input signal (image vector) x∈X it is 
necessary to decide what sign the output signal ϖ  should have. 
Otherwise, it is necessary to divide the image space X into two 
regions X1 and X2 so that in the case x∈X1, then the signal 

0,ϖ >  if x∈X2, then the signal 0.ϖ <  So, as in the previous 
case, the problem is reduced to dividing the space X into two 
subspaces X1 and X2. Only in this case, not a dividing hyper-
plane is obtained, but a dividing hypersurface, which must then 
be refined using a draining sample (at the same time performing 
the functions of controlling the learning of the ACD).

The solution to the problem can be obtained using meth-
ods of statistical decision theory [4]. These methods are 
reduced to the following two main ones:

1. The conditional probability densities of the type  
p(x|ω1) і p(x|ω2) are estimated from the sample, which are 
then used to estimate the probability that the signal x be-
longs to a particular subspace of the space X.

2. An assumption is made about the shape and param-
eters of the boundaries of the solution domains, then the 
parameters are adjusted according to the gradient of the 
quality criterion in order to achieve its extremum.

The first method is more versatile. According to the theory 
of statistical decisions, it is recommended to assign signal x to 
class ω1, if the posterior probability for this class is maximum: 
p(x|ω1)≥p(x|ω2). This rule ensures a minimum probability of 
incorrect division of space X into two subspaces X1 and X2.

Since the posterior probabilities are unknown a priori, 
Bayes’ formula is applicable to their calculation [19, 24]:

( ) ( ) ( )
( ) ,i i

i

P p x
P x

p x

ω ω
ω =

where p(ωi) – a priori probability of presenting an image 
belonging to the class w; p(x|ωi), p(x) – conditional and 
unconditional density distribution of a value x.

Values p(ωi), p(x|ωi), p(x) are calculated from training 
samples:

( ) ( ) ( ){ }: 1,2; 1,2,.., .iik i ik ix x i k i k= = =

Thus, the classification rule will look like this – if:

( ) ( )
( )

( ) ( )
( )

1 1 2 2 ,
P p x P p x

p x p x

ω ω ω ω
>

then the observed object x∈X1.
If the occurrence of an arbitrary class [p(ω1)=p(ω2)] is 

equally likely, then the classification rule is written more 
simply: p(x|ω1)≥p(x|ω2).

Therefore, to implement the solving rule, it is necessary 
to determine the conditional probability densities p(x|ωi) 
from the training samples.

Since p(x|ωi) are unknown a priori, then the only way to 
solve the problem is to approximate these densities by certain 
densities with simple sufficient statistics. For this purpose, 
the approximation is used p(x|ωi) by the sum of Gaussian 
densities.

This approximation performs the division of areas X1 and 
X2 of the space X into regions x1i and x2i, that are character-
ized by the fact that within them the distribution of a random 
vector x is a multivariate normal distribution. This process 
has much in common with the partitioning of the feature 
space into clusters when synthesizing piecewise linear clas-
sifier algorithms, as well as with the Lagrange interpolation 
polynomial [4].

Significant analogies are seen with the method of poten-
tial functions [2], when an exponential function of the form 
is chosen as the system of orthogonal functions 

2

.Re−α

To simplify the computational procedures, it is assumed 
that multidimensional Gaussian densities have independent 
random variables, and the variances of all random variables 
are equal to each other. Taking into account these assump-
tions:

( ) ( )
1

,
A

i ia ia
a

p x Q K p x
=

ω = ∑

where:

( )
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( ) ( )2
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  (9)
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Mia – mathematical expectation of the a-th component of 
the Gaussian density of the class ωi; L – measure of distribu-
tion; Q – normalizing factor.

Used in the formula sufficient statistics Kia and Mia 
are determined from the training sample using a stepwise 
adaptive procedure, which, although it does not give opti-
mal values, is practically suitable and expedient. Since it 
provides a satisfactory approximation by simple means un-
der the condition of a small volume of the training sample.

The procedure boils down to the following four steps in 
sequence:

1. The first element of the training sample is introduced. 
Let it belong to the class ω1. Let’s create the first subclass of 
the class ω1 with conditional distribution density

2. ( )
( )

( ) ( )11 112

1
11 2

1 11 11 ,
2

T
x M x M

L

K
p x K p e

− − −
σω = =

πσ

where 1
11 11;M x=  1

11 1.K =
3. Let’s introduce the second element of the training 

sample, which also belongs to the class ω1. Checking the 
condition 1

12 11 .x M T− ≤
4. If the condition of the second point is met, then the 

parameters of the first subclass ω1 are specified by formulas:

1
2 12 11
11

1
,

2
x M

M
+ ⋅=  2 1

11 11 1.K K= +

If the condition of point 2 is not fulfilled, then the second 
subclass of the first class is formed:

( )
( )

( ) ( )12 122

1
12 2

2 12 12 ,
2

T
x M x M

L

K
p x K p e

− − −
σω = =

πσ

where 1
12 12;M x=  1

12 1.K =
Thus, the sequential refinement of the Gaussian distribu-

tion parameters of each subclass is performed based on the 
training sample according to the formulas:

( ) 11
,

2
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ia

x M
M

ν−
ν + ν − ⋅

=
 (10)

1 1.ia iaK Kν ν−= +  (11)

From the above it follows that the output signal of the 
dichotomous ACD classifier must function in accordance 
with the algorithm:
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According to algorithm (12), the input image will be 
assigned by the classifier to the first class when the vari-

able u=+1, and to the second, when the variable u=–1. The 
functions implemented by the preprocessor are completely 
defined by expression (9) and the parameters M1a and M1b, 
calculated from the training samples according to formu-
la (10). The initial value of the normal vector of the separat-
ing hypersurface (5) is calculated from the training sample 
according to formula (11). 

The proposed algorithm (12), when implemented as a 
complex of universal subroutines, can be reduced to a di-
chotomous automatic classification of recognition patterns 
of potential threats to the information protection object.

Let’s limit ourselves to considering a control object, the 
mathematical model of which has the form of a system of 
time-invariant differential equations:

1 2 2, ,x x x u= =    (13)

where ( ) 01 , .u t t t T≤ ≤ ≤
Thus, the proposed model can be used in the method of 

controlling monitoring means for information protection 
objects.

5. 3. Definition of the structure of the method of auto-
matic control of information protection object monitoring 
means and the algorithm of its application

Modern control objects have quite complex mathe-
matical models, characterized by the presence of many 
variables, cross-connections, nonlinearities, variability and 
uncertainty of parameters. It is known that for such sys-
tems, methods for constructing optimal control systems 
in most practically important cases allow obtaining only 
open-loop controls. In real systems, systems with inverse 
feedback are preferred. Therefore, the current task is to 
develop such methods that allow, based on a finite number 
of trajectories of optimal system behavior and the corre-
sponding optimal controls, to create an algorithm for the 
functioning of a closed system. Therefore, it is proposed to 
consider one of the possible variants of such a technique, 
based on a two-stage procedure. At the first stage, optimal 
open controls are calculated and based on them, a training 
and control sequence of data pairs “observed state of the 
system - corresponding optimal control” is compiled. At 
the second stage, a control sequence is obtained for use in 
an automatic classifier of existing threats to information 
protection objects with the separation of the entire space of 
states of the monitoring system, each corresponding to its 
own optimal level of the control signal.

This method is used in the control of monitoring facil-
ities for information protection objects. The algorithm for 
applying the optimal control synthesis method is as follows:

1. Select a subset of the initial conditions of the initial and 
control sample trajectories from the full set of initial conditions.

2. Calculate optimal controls for an open system and 
their corresponding optimal trajectories for each element of 
the subset.

3. Quantize the area of state space of interest and identi-
fy the control with hypercubes through which the computed 
trajectories pass; create a training and control sequence.

4. Train an automatic classifier using training and con-
trol sequences.

The application of the specified stages for the synthesis 
of a closed-loop control system with optimal speed is con-
sidered. This example reveals the possibilities of the control 
method and the problems that still need to be solved.
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In this case, the restrictions apply to the control ob-
ject, the mathematical model of which has the form of a 
system of time-invariant differential equations (13).

The control law is obtained, which translates the con-
trol system (13) from the initial one x(0) to the final state 
x(T) in minimum time.

For this purpose, a program for modeling the dichot-
omous classifier of an associative control device and the 
process of training this device has been developed. The 
program consists of two subroutines AUU (AV, AK, X, 
UM, L, M, D, U) and LEARN (X, Y, L, N, AK, AM, J).

The LEARN subroutine uses a multi-step adaptive 
procedure for approximating the posterior conditional 
density by the sum of Gaussian densities. During the 
program operation, calculations are performed using for-
mulas (10), (11) and logical analysis of the training sample 
entered into the subroutine from the main program. The 
output parameters of the subroutine are an array of aver-
age values of Gaussian densities (potential functions) of 
subclasses AM(I, J): an array of weight coefficients AK( J) 
and the number of subclasses J formed during the training 
process. The subroutine uses as input parameters an array 
of elements of the training sequence X(I,K), where I is the 
element number in the state vector x, K is the element num-
ber in the training sample; an array indicating the belong-
ing of the elements of the training sequence to a particular 
class Y (the variable Y can take two values “+1” or “–1”); 
indications about the dimension of the state vector x are 
given by the constant L; the number of elements contained 
in the training sample is represented by the integer con-
stant N; the standard deviation of the Gaussian condition-
al density variables is given by the variable D. The follow-
ing intermediate variables are used in the calculations: 
Q – variance of the elementary Gaussian distribution;  
R – square of the distance of the training sample ele-
ment from the average subclass; P – subclass number;  
N1 – number of training sample elements belonging to 
the first class; N2 – number of training sample elements 
belonging to the second class; M – number of subclasses 
prepared as a result of training on the sample. The text of 
the LEARN subroutine is implemented in the FORTRAN 
engineering computing language environment.

The AUU subroutine calculates the control influence 
according to formula (12). The output parameter of the 
subroutine is the control signal U. As input parameters, 
the program uses: an array of average values of potential 
functions of subclasses (Gaussian components of the pos-
terior conditional density distribution) AM(I, J); an array 
of weight coefficients of potential functions of subclasses 
(initial values of the vector W) AK( J); the current state 
vector of the automatic control system X(I); the maximum 
value of the control influence UM; the dimension of the 
state vector L; the number of subclasses formed in the 
learning process M; the standard deviation of the Gaussian 
conditional densities is given by the variable D. The fol-
lowing intermediate variables are used in the calculations: 
I – running number of the element in vector X of the ar-
ray AM; J – running number of the subclass; ARG – square 
of the difference between vectors X and AM; POT1 – po-
tential of the first class; POT2 – potential of the second 
class; N1 – running number of subclasses in the first class;  
N2 – running number of subclasses in the second class.

The procedure for refining the components of the vec-
tor of weight coefficients of potential functions operates 

in the case of the need to train the TLE using the software 
described in [26].

The optimal speed-optimized feedback controller is 
represented in the state space by a surface that divides 
the state space into two regions according to the control 
mode. This surface is determined by synthesis and imple-
mented by the control system’s computer. In most cases, 
obtaining such a dividing surface analytically or geomet-
rically is impossible. In the described approach, such a 
surface is implicitly given by the sequence being learned.

The size of the training sequence and the subsequent 
accuracy of the training depends on the number of quan-
tization levels along each coordinate axis. However, the 
complexity of the training process also depends on this.

In the conditions of such a contradiction, a compro-
mise solution is calculated. At present, the theory of 
learning does not give any recommendations. Perhaps, 
further research in this area will allow to find such a 
solution to the problem, when determining the number of 
quantization levels will be one of the components of the 
general learning problem.

For example, a dense urban area in the form of a square 
of four to five apartment buildings (entrances to the 
building) is considered. The total number of apartments 
in this case is 20. Similarly, a corresponding area of twen-
ty offices around can be considered for an office center 
building. According to the modeling conditions, it is as-
sumed that each of the rooms contains a GSM receiver/
transmitter for wireless information transmission (mobile 
phone). In the center of the area under consideration (in 
the form of a square), there is an information protection 
object (Wi-Fi router), the information transmission pro-
cess of which is influenced by the wireless channels of 
GSM receivers/transmitters (in all rooms). The influence 
of wireless channels of GSM receivers/transmitters on 
the object of information protection is considered as a 
potential threat in the modeling. The main parameters 
of wireless data transmission systems and their possible 
influence on the object of information protection are given 
in [27]. To illustrate the example, the quantization is per-
formed quite arbitrarily: the region of the state space of 
interest is divided along each of the coordinate axes into 
ten levels to the right and left of the origin. These ten lev-
els characterize the signal power levels of wireless chan-
nels of GSM receivers/transmitters - potential threats to 
the object of information protection. Then, according to 
the quantization of the state space, the full set of initial 
conditions is 400 (20 rooms of 10 levels each to the right 
and left of the information protection object). Calculating 
such a large number of optimal trajectories is a complex 
and cumbersome task. Obtaining a training sequence will 
be even more difficult. Based on the recommendations 
obtained for pattern recognition systems, a subset of ini-
tial states was taken, which consists of twenty elements 
(GSM receivers/transmitters), which are arbitrarily se-
lected points inside the square (Wi-Fi router).

To calculate the optimal controls and trajectories of an 
open system, it is proposed to use various methods spec-
ified in [2]. To solve the problem, the method of iteration 
of control devices is used.

The convenience of this method is that the solution of 
the boundary value problem is reduced to the solution of 
two single-point boundary value problems. This allows to 
reduce the sensitivity of the solution of the optimization 
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problem to the non-idealities of the computational pro-
cess. One of the main difficulties in solving the problem 
is the choice of weight coefficients when determining 
the variation of the control influence. When modeling, 
the value of the weight coefficients is calculated using 
analytical relations for the coefficients of information and 
internal availability of the wireless radio channel, which 
were obtained in [27]. 

After determining the optimal controls and trajecto-
ries, a training sequence is formed. The coordinates of the 
centers of the squares formed as a result of quantization of 
the state space and the corresponding optimal controls are 
selected as the elements of the sequence. From the entire 
set of elements suitable for forming the training sequence, 
10 squares with control +1 and 10 squares with control – 
1 are selected. The selection is made randomly. Thus, the 
number of elements of the initial sequence is 5 % of the 
number of elements of the entire set of admissible states.

6. Discussion of the results of developing a method for 
automatic control of monitoring means for information 

protection objects

The research proposes the results of the development 
of a method for automatic control of information protec-
tion object monitoring means. The developed method is 
based on the proposed functional diagram of the control 
process (Fig. 3) and the structural diagram of the mod-
eling algorithm (Fig. 4) for the optimization model with 
random factors and formula (12). Formula (12) allows to 
determine the algorithm of operation of the associative 
control device by means of monitoring information pro-
tection object monitoring.

A feature of the proposed method is the developed 
simulation model – a formalized scheme of the process of 
controlling the means of monitoring information protec-
tion objects (Fig. 4). In this case, the use of associative 
control devices that need to be trained is proposed. Such 
devices provide sampling of the control signal according 
to the associations that accumulate during the training 
process (Fig. 7). That is, the advantage of this study is 
the involvement of artificial intelligence in monitoring 
information protection objects in order to timely detect 
new threats to leakage channels. Compared with previous 
studies, where a method for synthesizing an automated 
decision support system for information leakage [3] was 
proposed, this study allows to determine the procedure 
for controlling threat monitoring tools for such a system. 
That is, this study is a development of previous studies, 
the results of which are reflected in [1, 3]. for making a 
well-founded decision. The advantage of this study com-
pared to the work [6], where 15 existing cybersecurity 
indices were studied, is the development of associative 
control devices that provide knowledge accumulation in 
the process of learning about the threats of information 
leakage to the object of protection. The advantage of 
this study compared to the work [11], which considered 
the manual monitoring method and the automatic active 
monitoring method of hazard determination, is the use of 
artificial intelligence for threat monitoring. This allows 
to improve the quality of detection of threats of infor-
mation leakage to the object of protection and to take 

into account possible changes in the characteristics of 
new (promising) channels of information leakage.

The limitations of this study are the set of statistical 
data on the characteristics of threats that cause a possible 
information leak of protected objects. To form an ade-
quate set of such data, it is necessary to analyze the array 
of statistical samples of possible threats [25]. At the same 
time, the study proposed a step-by-step adaptive proce-
dure that does not give optimal values, but provides a 
satisfactory approximation under the condition of a small 
volume of the training sample regarding possible threats 
of information leakage of protected objects.

The disadvantages of this study are the assumption 
made about the technical serviceability of the information 
protection object and its components in terms of prevent-
ing data leakage. At the same time, the study assumes 
that the probability of detecting the threat of information 
leakage to the protection object by monitoring means is 
equal to one, which should also be attributed to the disad-
vantages of the presented study. 

The development of this research consists in develop-
ing algorithms for the operation of an artificial intelli-
gence system for learning to predict the emergence of new 
(promising) threats to information leakage to the object 
of protection. However, such research may encounter the 
problem of collecting statistical data on the threats of in-
formation leakage channels to verify the adequacy of the 
proposed algorithms. 

7. Conclusions

1. A functional scheme for automatic control of moni-
toring of protected objects has been developed. A feature 
of the proposed scheme is a moderate approach to the 
control process, which allows decomposing the control 
algorithm and introducing into consideration an inter-
mediate stage of study (monitoring) – formulation of 
the control goal. Formulating the control goal of mon-
itoring means (timely detection of information leakage 
channels) using the algorithm, the system translates its 
needs into the language of the states of the information 
protection object. This allows the monitoring means 
control system to transfer the procedure for synthesis 
and implementation of control decisions regarding the 
detection of information leakage channels. At the second 
stage, a control solution is determined that ensures the 
achievement of the goal of the monitoring means control 
system – securing the information leakage channels. 
It is proposed to introduce the principles of cybernet-
ics (mathematical algorithms of the artificial intelligence 
procedure) into the operation of the control device of 
the automatic control scheme for monitoring protection 
objects. This allows to train the system to respond to new  
threats.

2. A simulation model of automatic control of moni-
toring of protected objects has been developed. A feature 
of the proposed model is the algorithm for functioning 
and training of associative control devices, developed 
using the method of solving the inverse problem of re-
storing functional dependencies from empirical data. The 
algorithm is presented in the form of a set of universal 
subroutines suitable for use in solving a wide class of 
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control, monitoring and decision-making tasks, which 
can be reduced to dichotomous automatic classification of 
recognition patterns.

3. The structure of the method of automatic control 
of means of monitoring information protection objects 
and the algorithm of its application are determined. The 
control is based on the compilation of a training (initial) 
sequence. The elements of such a sequence allow to choose 
the appropriate optimal controls of means of monitoring 
threats to information protection objects for prompt 
(timely) and reliable detection of possible channels of in-
formation leakage and their securing. 
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