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The object of this study is an improved query expan-
sion method based on context-dependent text sentiment 
analysis in information retrieval systems for working 
with databases. Using natural language processing (NLP) 
methods, in particular contextual embeddings and trans-
former architectures, this paper focuses on adaptively 
determining user intent within the submitted query. The 
study involves analyzing and improving text processing 
mechanisms using subject-specific filtering to increase 
the accuracy and relevance of search results. The pro-
posed method demonstrates an increase in the accura-
cy of context-sensitive models by 6 % compared to base-
line approaches. The aggregate F1-measure indicator, 
which combines precision, completeness, and accuracy, 
reflects the relevance of the constructed models, showing 
an increase of 6–8 %. The difference between the least and 
most effective methods is 16 % in accuracy and 17 % in 
relevance. The proposed approach overcomes the limita-
tions of static traditional synonym and statistical meth-
ods by dynamically interpreting the relationship between 
tone, context, and domain specificity of content. Improved 
semantic understanding allows for more accurate match-
ing of extended queries with user goals. This method 
could be effectively applied in practice in settings where 
information retrieval systems operate within domain-spe-
cific databases. This applies to scenarios in which user 
queries contain complex, emotionally colored language 
constructs that require a deeper understanding of context 
and tone. However, its implementation requires training 
on high-quality domain-specific datasets with contextual 
labels that provide accurate adaptation
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1. Introduction 

The unprecedented growth of big data in the field of dig-
ital technologies indicates the need to improve the means to 
ensure accurate and efficient processing of the multifaceted 
information field. Over the past decades, the need for quick ac-
cess to target data has stimulated the development of scientific 
research aimed at optimizing search algorithms and increas-
ing the relevance of results. At the same time, the migration 
of communication processes to the online space, where data 
exchange is the basis of the system’s functionality, emphasizes 
the need to transform the methods and mechanisms for pro-
cessing the complex structure of hidden knowledge. The rapid 
expansion of the global computer network makes information 
retrieval an important component of the processes of manage-
ment and interaction of people with the virtual world. This in-
dicates the need to improve technologies for automatically ex-
tracting key information from text to make informed decisions 
in the changing linguistic landscape of the modern world.

Information Retrieval (IR) is one of the central areas of 
research in the field of Natural Language Processing (NLP). 
The NLP field is a discipline that deals with the interpretation 
of language and its components by means of digital analysis. 
In the context of query expansion (QE), IR processes, together 

with artificial intelligence (AI) tools, facilitate the extraction 
of relevant knowledge from large databases in response to 
user queries [1]. Search engines are specifically designed to 
provide an intuitive process of obtaining data by processing 
multimedia, audio, or text units. However, modern consum-
ers of specialized information face difficulties in accessing 
accurate search representations inherent in specialized areas, 
such as economics or finance. Conventional methods of in-
formation retrieval (IR) are often unable to take into account 
the full range of intertextual relationships between words that 
go beyond simple grammatical constructs. The limitations of 
classical systems become obvious, especially if only a primitive 
match by keywords is taken as a basis. This does not make it 
possible to fully adapt the query to the specific intentions of the 
user. In particular, without taking into account the subtle tonal 
nuances of the text, it is difficult to understand irony, sarcasm, 
and other nuances of language [2, 3]. 

One of the mechanisms for improving the understanding 
of the context of queries and, accordingly, narrowing the 
range of potentially relevant results is to change their formu-
lation and deepen the detail. Query expansion is a method 
that improves search efficiency by adding related terms or 
phrases to the initial query. The QE method makes it pos-
sible to expand the search area, increase the probability of 
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tures allowed the model to be trained to distinguish between 
subject-invariant and subject-specific tone representations. 
In addition, performance improvements were observed in 
cross-domain environments when attention mechanisms 
were integrated, and cross-entropy losses were included. 
Thus, BertMasker outperformed previous models on refer-
ence datasets, including an average accuracy improvement 
of 1.88 % across all domains, including 6.75 % in the MR 
domain. However, this study encountered limitations in the 
form of sensitivity to the masking strategy, which led to little 
progress in certain domains and datasets. Also, the proposed 
model lacks an analysis of context-specific nuances, such as 
the dynamics of emotional coloring, which leaves room for 
further improvement.

In study [7], the possibility of implementing contextual-
ized embeddings for query expansion is considered. For this 
purpose, a division of architectural units into unsupervised 
CEQE and supervised SQET models is introduced. The re-
sults obtained highlight the difference between the proposed 
and existing models in terms of their ability to improve query 
expansion methods using pseudo-relevant connection and 
context of candidate terms. Specifically, CEQE and SQET 
achieve improvements in tasks where recall accuracy plays 
an important role. Compared to static and probabilistic 
feedback models, CEQE outperforms them on standard test 
collections, showing an increase in completeness metrics 
such as Recall@1000. Furthermore, the supervised SQET 
model shows an advantage in the internal estimation of term 
rankings by 6 % but still remains identical to the CEQE model 
with respect to accuracy-based metrics.

A hybrid model proposed in [8], which combines term 
selection methods with semantic and genetic filtering, could 
be an option to overcome these difficulties. Automatic query 
expansion with a mechanism for reducing data redundancy 
and filtering irrelevant instances demonstrates a significant 
increase in performance compared to separate term selection 
methods. This approach ensures that only the most contextu-
ally relevant terms are included in the expanded query. How-
ever, despite the instrumental optimization of the selection of 
relevant extension terms, they rely too much on aggregation 
and filtering mechanisms. Similarly to the described meth-
od, [9] proposes the BERT-QE model, which uses the capa-
bilities of contextualized embeddings. The proposed mech-
anism increases the efficiency of information retrieval by 
reranking documents and selecting relevant fragments from 
high-ranking documents for query expansion. However, the 
success of BERT-QE strongly depends on the availability of 
high-quality document fragments, which may be unavailable 
in domains with sparse or poorly structured data.

A similar problem was addressed in [10], which studied 
the impact of combining neural network-based word repre-
sentations with learning methods for ranking. Such a query 
expansion framework aimed to improve search efficiency 
by using features derived from word representations and 
conventional context-based statistics. This fusion of methods 
showed superiority over conventional pseudo-relevant feed-
back models, achieving optimal results in search tasks on 
multiple TREC collections. As an example of a specialized 
application, one could consider work [11], in which a seman-
tic sequential query expansion (SSDM) model was proposed 
to improve biomedical document retrieval. The model ar-
chitecture was based on a combination of Skip-gram-based 
word embedding with a semantic dependence model (SDM) 
to encode semantic relationships between terms. However, 

finding relevant information, and also solve the problem of 
inaccuracy and incompleteness of search results. Text tone 
analysis, as a subtask of the NLP field, provides the ability to 
detect the emotional coloring of the query and classify data 
into appropriate categories [4]. Ignoring the tone of the query 
and semantic connections of the surrounding context are the 
main disadvantages of classical approaches based on synony-
mous or statistical associations [5].

Wide integration of databases with modern information 
and search systems increases the resource intensity and 
requirements for computing power necessary for the devel-
opment of fast data processing technologies. This empha-
sizes the importance of the impact of identifying semantic 
relationships, such as synonymy, antonymy, hyponymy, and 
hypernymy, between different elements of the text. This ap-
proach opens up new prospects in the context of developing 
recommender systems that would find their application in 
scientific and professional practice. Inefficient data manage-
ment could lead to an increase in information noise, which 
would negatively affect the quality of the results obtained 
and complicate the decision-making process. A high degree 
of automation with minimal human supervision provides 
for effective work in highly specialized industries. A deep 
understanding of the subject area, where specific concepts 
and knowledge structures require specialized expertise, is 
difficult to provide with the help of general intelligent sys-
tems. At the same time, the increasing complexity of user 
queries necessitates the need to take into account not only 
individual words (metadata) but also the use of a wider field 
of linguistic analysis.

Therefore, research that focuses on expanding queries 
based on context and sensitivity to text tone is relevant for 
improving the accuracy of information retrieval in special-
ized fields. Of particular note is the potential for practical 
application in fields with narrow specificity, where general 
approaches may be less useful. This applies both to reducing 
the number of search results unrelated to the user’s initial 
intention and to improving the time and quality of deci-
sion-making. For example, integrating a query management 
system with context-oriented analysis tools could allow for 
differentiating the meaning of the word “help” depending on 
the situation, indicating a medical procedure, patient care, or 
emotional support. The increased accuracy of such searches 
could lead to more informed decisions, optimization of re-
search processes, and operational efficiency in disciplines 
such as law, finance, science, business, and education. In 
addition, it would make it possible to individualize search 
results to the user’s needs based on prior knowledge gained 
during the operation of the system. While maintaining a 
well-established approach, query expansion by combining 
related terms with the inclusion of natural language process-
ing methods has the potential to outperform general-purpose 
systems. Thus, analyzing the relevance of search results to 
the user’s initial intent in a dynamic digital field proves its 
expediency within the framework of context-sensitive query 
expansion.

2. Literature review and problem statement 

In [6], the BertMasker model was proposed, which 
combined common and subject-specific features to solve 
the problem of multi-domain text tone classification. Using 
token masking to hide specialized or general-purpose struc-
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all the problems related to contextual adaptability provided 
by modern transformer-based models remain unresolved. 
The focus on a subject-oriented thesaurus, although it allows 
for the capture of semantic dependences, does not take into 
account mechanisms for processing the tonal context within 
the received documents.

In [12], a two-stage query extension method ReInter-
pretQE is presented to address the problems of semantic am-
biguity and keyword expression limitations. This approach 
combines query recommendation using a probabilistic algo-
rithm with query interpretation based on the translation of 
keywords into query subgraphs. This demonstrates that Re-
InterpretQE improves both the accuracy and recall of query 
results compared to state-of-the-art methods such as Metada-
ta and K-coupling. As one can see, the emphasis of the study 
was on optimizing the structural and semantic aspects of 
queries without extending to contextual nuances. Although 
static query subgraphs offer efficient implementation in re-
lational databases, there is a limitation in the necessary flex-
ibility for dynamic interpretation to tone-laden documents.

A likely option to overcome these difficulties is to in-
crease or include the role of sentiment as part of feature 
selection, which is partially considered in study [13]. To 
improve the performance of text tone analysis, a new Query 
Expansion Ranking (QER) method is proposed. Nevertheless, 
tone analysis is considered a static problem, and not one that 
could adapt to queries in real time, without delving into the 
nuances of interpretation. Objective difficulties are associ-
ated with the excessive coverage of conventional machine 
learning classifiers, which may not have the depth of trans-
former architecture in understanding tone-laden contexts. 
Analysis of the issues in existing studies makes it possible 
to understand that static feature selection approaches are 
limited in dynamically adapting to queries or contexts. This 
affects the reduction of search relevance due to the insuffi-
cient subject-oriented focus of the submitted query to process 
specialized terminology. In particular, incomplete under-
standing of user intent could be observed in emotionally 
charged queries. All this gives reason to believe it appropriate 
to consider the problem of the inability to effectively integrate 
text tone analysis and dynamic contextual adaptation within 
the framework of query expansion. This is compounded by 
the lack of robust filtering mechanisms that would mitigate 
the variability in recall accuracy of information retrieval sys-
tems in specialized contexts.

To address these gaps, it is appropriate to conduct research 
on a query expansion method that includes context-sensitive 
text sentiment analysis based on domain filtering. The optimal 
solution would be to use advanced transformer-based archi-
tectures, such as BERT and RoBERTa, to dynamically adapt 
to the expanded query context. Emotional identification will 
help better match retrieved documents with user intent. A 
subject-oriented filtering strategy is associated with improved 
precision and recall in contexts with dense domain-specific 
terminology. The importance of considering the need for 
accurate and relevant information retrieval systems proves 
its value, especially in scenarios where the user’s subjective 
perception significantly influences the evaluation of results.

3. The aim and objectives of the study

The aim of our study is to improve the method of query 
expansion by implementing context-sensitive text tone analy-

sis. This will allow us to increase the accuracy and relevance 
of information retrieval systems for subject-oriented data-
bases. Owing to the adaptive approach to decision-making 
in information retrieval processes, it is expected to provide 
personalization to user needs using thematic filtering.

To achieve the goal, the following tasks were set:
– to integrate the component of text tone analysis and 

detection into the query expansion process, which includes 
studying the influence of the emotional coloring of the text 
on the relevance of the results obtained;

– to implement a mechanism of thematic filtering of 
search results, which ensures effective ranking of documents 
based on domain-specific terminology.

4. The study materials and methods 

The object of our study is the development of query ex-
pansion methods that use context-sensitive text tone analysis 
with thematic filtering. The main hypothesis assumes that 
the inclusion of context-sensitive text tone analysis could 
significantly increase relevance, which would be reflected in 
the accuracy of correct predictions of the machine learning 
model. Accordingly, the results obtained should translate 
the values of well-known metrics that demonstrate better 
search in domain-specific databases. This is explained by the 
fact that the subject-oriented context of queries affects the 
interpretation of the terms appearing there. Thus, text tone 
analysis could provide significant insights into the presence 
of urgency or seriousness in the user’s intentions. NLP-based 
techniques could facilitate the capture and integration of 
domain-specific terms and semantic nuances in information 
search systems.

The main factor of the study is considered to be the 
measurement of sensitivity to the tonality of the text in user 
queries, which, in comparison with existing methods, could 
potentially provide more significant results with minimal 
training costs. Minimization of computing power is achieved 
by using deep neural networks based on a family of trans-
former models that have an extensive set of general knowl-
edge. Refinement and additional training, in turn, makes it 
possible to adjust the model to specific tasks, while saving 
computing resources and time for collecting the necessary 
data is exponentially reduced. This is influenced by the ef-
fectiveness of modern large language models (LLMs), such as 
BERT or GPT, which are in no way inferior to models built 
from scratch. 

We consider the identification of patterns of the influence 
of emotional coloring on the interpretation of user queries used 
during machine processing in information systems. To bal-
ance information in the domain during query expansion, it is 
proposed to implement the process of filtering results and com-
pare the performance of context-oriented systems with and 
without taking into account tone analysis. However, it is worth 
remembering that the volume of the preliminary data set used 
for training and evaluating the effectiveness of the developed 
model is limited. This means that our study approximates the 
sequence of semantic and syntactic structures in the data sets 
used for query expansion based on text tone. Also, only three 
main sentiment states (positive, negative, and neutral) are 
taken into account to simplify modeling and avoid potential 
variability when reproducing testing conditions. 

This work proposes a methodology for combining natu-
ral language processing (NLP) methods, machine learning 
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models, and information retrieval (IR) algorithms to build 
an effective query expansion structure for practical use in 
real systems. Correct interpretation of context, recognition of 
sentiment and consideration of domain-specific nuances re-
quire the search for flexible program configurations to learn 
the best structural solutions. To this end, the design phase 
includes advanced input processing procedures aimed at 
analyzing how much the new structure improves the search 
relevance efficiency according to established metrics and 
comparing them with existing models. The suitability of the 
proposed design is determined by the fact that the processing 
of user queries involves the integration of several linguistic 
phenomena to solve the complexity of the problem. 

As shown in Fig. 1, the organization of the processing 
pipeline for the model architecture consists of three main 
stages: “Data Preparation”, “Preprocessing”, “Model Forma-
tion and Query Expansion”.

The success of context-aware tonal analysis-based query 
augmentation depends largely on the availability and quality 
of data that is robust, representative, and suitable for the task 
at hand. Our study fills this gap by combining domain-spe-
cific datasets with tonality benchmarks. The integration of 
these sources ensures the model’s ability to generalize across 
different usage cases of language items while maintaining 
accuracy in domain-specific scenarios.

The datasets were collected from specialized databases 
that were publicly available in the Kaggle repositories, char-
acterized by the following datasets:

– financial document records: derived from the Reu�-
ters-21578 dataset, which contains articles, reports, news, 
and analytics;

– medical document records: derived from the MIMIC-III 
dataset, which contains clinical records, patient diagnoses, 
and hospital discharges;

– cybersecurity document records: obtained from the 
“Hacker News Corpus” dataset, which contains technical blogs, 
cybersecurity incident reports, and threat analysis documents.

Effective query expansion requires careful processing to 
standardize, eliminate redundant information, and ensure 
proper input quality for machine learning models. This is a 
fundamental step in transforming raw text into structured 
formats that enable advanced natural language processing 
(NLP) techniques. The first step in processing is to clean the 
text of uninformative elements such as tags, URLs, or special 
characters. This is followed by text normalization to bring all 
words into a single representation. The output is divided into 

individual units, represented by words or phrases, while pre-
serving their stem or root form (e.g., “walking”→“walk”). The 
lemmatization process is prioritized for domain-specific data-
sets to preserve contextual accuracy. Potential data sparsity is-
sues are addressed by vocabulary reduction, where uninforma-
tive and high-frequency words (e.g., “and,” “the”) are ignored.

Tone annotation is divided into three main categories, 
including positive, negative, and neutral text moods. Initial 
labeling of text tokens is performed using pre-trained mood 
classifiers. The process is characterized by fine-tuning of 
ready-made models using vector representations of subject 
datasets, facilitating the capture of semantic nuances of the 
text. For greater control over the accuracy and relevance of 
datasets, the possibility of manual annotation and expansion 
of tones according to thematic-specific contexts, such as ur-
gency or confidence, is envisaged.

Words or phrases with explicit emotional content were 
identified using existing sentiment lexicons and augmented 
with a custom vocabulary. The methodologies used for feature 
extraction were based on NLP techniques and augmented to 
meet the unique tone requirements of the text in a given do-
main. Tools such as SentiWordNet, VADER were selected based 
on their proven reliability in tone detection. Domain-specific 
lexicons and ontologies provided the necessary adaptability for 
specialized contexts. Numerical representations of the intensity 
of the sentiment (positive, negative, or neutral) associated with 
terms or sentences were calculated using a combination of 
rule-based and machine learning methods. Polarity estimation 
included lexicon-based tools (VADER) and transformer-based 
models (BERT with tone fine-tuning). Contextual adjustments 
were applied to refine ratings based on modifiers such as nega-
tion and reinforcement (e. g., “bad,” “very promising”).

To align feature extraction across specialized domains, 
a two-step process was implemented, involving data cor-
pus analysis and matching against existing ontologies. Do-
main-specific corpora were analyzed to identify unique tonal 
markers not found in general-purpose sentiment lexicons. 
For example, the inclusion of features such as “critically low” 
or “positive prognosis” correlates with phrases specific to the 
healthcare domain. Domain ontologies were used to estab-
lish semantic hierarchies and relationships between terms, 
improving the understanding of contextual tone. For exam-
ple, in legal texts, the term “liability” could have a negative 
connotation depending on the context. The extracted features 
were structured into vectorized representations suitable for 
machine learning models.

 

 
  

Fig. 1. Query expansion pipeline architecture with domain-specific data processing and sentiment analysis
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A key component of our study is the selection of 
appropriate pre-trained sentiment analysis models for 
contextual tone detection and analysis. The models were 
evaluated based on their architecture, performance, and 
suitability for specialized tasks. The BERT model, which 
is based on a transformer architecture, is known for its 
bidirectional context understanding, which significantly 
affects the capture of complex language relationships. 
An improved variation of the model, called RoBERTa, 
was optimized by training on larger datasets and longer 
sequences, making it more suitable for complex, sub-
ject-specific datasets. The selection process was based 
on assessing their ability to fine-tune with adaptation to 
subject-specific data. RoBERTa demonstrated exception-
al flexibility due to robust training optimization, making 
it ideal for such specialized industries. 

The model training stage begins with fine-tuning 
BERT/RoBERTa on already trained data to adapt the model 
to specific tasks within the chosen domain. After generating 
a list of extension terms that match the context and senti-
ment of the original query, the extracted sentiment scores 
retain only those terms that match the underlying intent of 
the query. After receiving the results from the tuned model, 
the extended query is ranked based on the relevance score of 
the match between the retrieved document and the extended 
query terms (Fig. 2). The learning rate was dynamically ad-
justed during fine-tuning to prevent overfitting while maxi-
mizing the model’s ability to generalize from unseen data. An 
additional dropout layer and early stopping mechanisms were 
used to ensure that the model maintained robustness without 
memorization rather than adapting to the training data. The 
model output is evaluated using accuracy, completeness, 
and other relevance metrics. If the situation requires it, user 
feedback is collected, and model parameters are iteratively 
adjusted to fine-tune the model to improve future extensions.

A summary of the main algorithm is shown in Fig. 3 below.

The main goal of text tone detection in the query 
expansion method is to supplement the terms embedded 
in the user’s query that would correlate with the overall 
thematic direction. Dynamic term scoring is characterized 
by a scoring mechanism to rank potential query expansion 
terms based on their semantic relevance and agreement 
with the detected tone. Tone alignment was quantified 
using the weighted cosine similarity between the query 
tone vector and the candidate terms in the vector space. 
To measure the similarity between the original and ex-
panded queries, the direction alignment between the two 
vectors is evaluated by checking how far the expanded 
query is contextually distant from the original, as shown  
below:

* ,A B
A B

=Cosine similarity 	 (1)

where A is the vector representation of the original query;
B is the vector representation of the expanded query.

 

 
  

Fig. 2. Query expansion workflow using fine-tuned BERT/RoBERTa 
with context-sensitive sentiment filtering

 

 
  Fig. 3. Implementing the query expansion algorithm
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For example, a query with a cautionary tone preferred terms 
with negative sentiment over neutral or positive terms. Balanc-
ing semantic relevance and tone consistency requires a dual-cri-
teria framework. First, it is necessary to assign higher weight to 
terms that exactly match the detected tone. Second, it is neces-
sary to include a penalty for semantically relevant terms that are 
inconsistent in sentiment representation with the original query 
tone. An attentional mechanism inspired by neural network 
architecture was used to highlight terms with the highest mood 
match and semantic relevance during the expansion process.

The increasing complexity of information retrieval sys-
tems has led to a growing demand for domain-specific fil-
tering mechanisms that align query results with user intent. 
While conventional filtering approaches rely heavily on 
keyword and metadata matching, they often fail to take into 
account the tonal or contextual nuances embedded in user 
queries. Sentiment analysis models were used to classify user 
queries into tone categories. These classifications directly 
informed the filtering logic, ensuring a match between the 
emotional intent of the query and the sentiment of the results. 

A pre-trained sentiment analysis model (e.g., BERT or 
RoBERTa) was used to detect the tone of each query. Filter-
ing thresholds were dynamically adjusted based on the tone 
classification, taking into account both emotional content 
and semantic relevance to optimize the selection process. The 
filtering algorithm combined sentiment scoring with content 
relevance metrics such as term frequency, inverse document 
frequency (TF-IDF), and cosine similarity. The results were 
ranked using a weighted scoring system that prioritized tone 
alignment without compromising semantic coherence. A hy-
brid weighting mechanism was implemented to balance tone 
relevance and domain specificity. This ensured that the top 
results were both emotionally and contextually aligned with 
the users’ needs. The equation representing the implementa-
tion of the dynamic weighting strategy is as follows:

* * ,t dR W W= α + β 	 (2)
	

where Wt is a weighted tone matching score;
Wd is a weighted domain relevance score;
α is a parameter reflecting the relative importance of tone;
β is a parameter reflecting the relative relevance of the 

domain.
The values of α and β were optimized through cross-vali-

dation, maximizing performance metrics such as mean recip-
rocal rank (MRR) and normalized discounted cumulative gain 
(nDCG). To continuously improve the ranking mechanism, it 
is possible to extend the functionality to include an iterative 
feedback loop. Adjusting the weight parameters and improving 
the consistency over time could be implemented during the user 
interaction with the system (e.g., clicks, time spent on results). 

To improve the contextual matching of query terms with 
database content, domain-specific ontologies were developed. 
These ontologies served as structured knowledge representations 
that encompassed entities, relationships, and terminology specific 
to the target domain. Terms retrieved from user queries were 
mapped to ontology nodes to identify semantically related con-
cepts. Ontologies were used to expand queries with synonyms, 
broader terms, or related concepts that matched the user’s in-
tent. Tone-sensitive mappings ensured that emotionally aligned 
terms were prioritized during query expansion and filtering.

The metrics chosen to evaluate the effectiveness of informa-
tion retrieval in terms of the quality of expanded queries from 
the database are based on the following evaluation equations:

1. Precision ensures that only documents relevant to the 
original query are returned from the database, limiting the 
level of misinformation. Equation (3) measures the propor-
tion of retrieved documents that are relevant, as follows:

,TPPrecision
TP FP

=
+

	 (3)

where TP (True Positives) – correctly extracted relevant doc-
uments;

FP (False Positives) – incorrectly extracted irrelevant 
documents.

2. Recall measures the efficiency of identifying all rele-
vant documents in the database, ensuring that the expansion 
process captures a wide set of documents. Equation (4) mea-
sures the proportion of documents that were extracted from 
the total number of relevant documents available, as follows:

,TPRecall
TP FN

=
+

	 (4)

where FN (FalseNegatives) are relevant documents that were 
not extracted.

3. Accuracy. Although less valuable, it is still useful for 
overall assessment of the model’s performance in terms of the 
balance between extracting relevant documents and avoiding 
irrelevant ones. Equation (5) measures the proportion of cor-
rectly extracted documents, including relevant and irrelevant 
ones, out of the total number of extracted documents:

,TP TNAccuracy
TP FN TN FP

+
=

+ + +
	 (5)

where FN (False Negatives) are relevant documents that were 
not retrieved.

4. F1-score measures the impact of both irrelevant docu-
ments (false positives) and missing relevant documents (false 
negatives) on the trade-off between accuracy and complete-
ness. Equation (6) measures the harmonic mean of accuracy 
and completeness as follows:

*1 2 * .precision recallF
precision recall

=
+

	 (6)

5. Mean Average Precision (MAP) evaluates the quality 
of the document ranking produced by the extended query. 
Equation (7) measures the average accuracy across multiple 
queries by taking the average of mean precision for each 
individual query:

1

1 * ,
N

k
kr

MAP precision RDI
D =

= ∑ 	 (7)

where Dr is the total number of relevant documents in the 
database for a given query;

RDI (Relevant Document Indicator) is an indicator equal 
to 1 if the document at position k is relevant and 0 if it is not 
relevant.

Google Colaboratory served as the main computing plat-
form, providing an interactive environment based on Jupyter 
Notebook with access to cloud resources. The CPU processor 
was used for lightweight models such as TF-IDF and Word-
2Vec, which required less computational effort. The T4 GPU 
was used to train and infer transformer-based models (such as 
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BERT and RoBERTa), which allowed for efficient processing 
of large data sets and significantly reduced model training 
time. The Python programming language was chosen due to 
its extensive ecosystem of machine 
learning, data analysis, and natural 
language processing libraries.

Matplotlib and Seaborn libraries 
provided clear and informative vi-
sual representations of performance 
indicators and data distributions, 
facilitating interpretation and repre-
sentation of results. Conceptual dia-
grams were modeled using the free 
online software draw.io.

Pandas and NumPy were used to 
organize and manipulate structured 
data and support numerical com-
putations. Pre-trained transformer 
models such as BERT and RoBERTa 
were accessed through the Huggins 
Face Transformers API. This al-
lowed us to implement and fine-tune 
the models for specialized tasks in 
the study using the PyTorch frame-
work. The NLTK (Natural Language 
Toolkit) library was used for basic 
pre-processing tasks, including to-
kenization, stopword removal, stem-
ming, and lemmatization. spaCy was 
used as an additional library for ef-
ficient text processing and syntactic 
analysis, which helps with complex 
NLP tasks. Static modeling and cal-
culation of evaluation metrics including precision, complete-
ness, accuracy, and F1-score relied on the Scikit-learn library.

5. Results of investigating the process of subject-
oriented contextual query expansion integrated with 

text sentiment analysis

5. 1. Integration of text sentiment analysis into the 
contextual query expansion model

Determining the text sentiment required to generate al-
ternative phrases and additions to the initial query requires 
processing data sets that contain relevant information for each 
document. Important for identifying contextual relationships is 
the availability of headings to the text content for further anal-
ysis. As shown in Fig. 4, each scenario is divided into training 
and test data sets.

Based on the extracted structured document data, the doc-
ument’s emotional coloration is assessed. For this purpose, a 
pre-trained CardiffNLP Twitter RoBERTa sentiment analysis 
model is used, which classifies the tone into positive, neutral, 
and negative classes. This step provides text data that is the basis 
for both query expansion and context-sensitive tone analysis. 
Each document is assigned all three sentiment labels using a 
softmax function to calculate probabilities. The dominance 
score for each entry identifies the emotional bias inherent in the 
text sequences, as shown in Fig. 5.

For a more weighted representation of tonal shifts, contex-
tual sentiment representations are combined with rule-based 
instruments dictated by stable ontologies and dictionaries (Sen-
tiWordNet, VADER). This allows us to analyze each word 

separately and calculate a score by hybrid tone normalization of 
both each entry as a whole and taking into account the gradient 
distribution of each individual unit (Fig. 6).

To integrate text sentiment analysis into the contextual 
query expansion model, specialized datasets (from finance, 
medicine, cybersecurity) were used, which allowed us to adapt 
the models to specific topics. Based on the resulting data, a 
comparative analysis of models integrated into the tonal context 
of subject analysis for query expansion was conducted. Con-
ventional TF-IDF expansion uses a basic statistical approach to 
query expansion based on term frequency. Queries are enriched 
with words with high TF-IDF that correspond to the docu-
ment domain. Word2Vec-based expansion uses a pre-trained 
Word2Vec model to select terms similar in meaning to those 
in the query. On the other hand, the use of standard language 
models (BERT or RoBERTa) generates the closest results to the 
submitted query without taking into account the text sentiment 
context. The improvement consists in selecting words for query 
expansion depending on the document sentiment context (for 
example, positive, negative, neutral) and adjusting them to the 
query context.

 Table 1 demonstrates the context-aware models outperform 
the baseline models by 6–8 % on each evaluation metric. The 
context-aware model integrating RoBERTa’s transformer archi-
tecture and sentiment analysis shows the best results to date. 
This demonstrates superior contextual understanding in terms 
of query expansion with an accuracy of 86 % and an F1-score 
of 84 %, likely due to RoBERTa’s extensive pre-training on large 
datasets.

Conventional query expansion methods, including ortho-
dox TF-IDF algorithms or even more advanced contextual 
embeddings like Word2Vec, are significantly worse than their 
context-aware counterparts. Applying advanced knowledge 
incorporation to already established concepts provides a sig-

 
  

Fig. 4. Document record structure for tone analysis
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nificant increase in the return of relevant answers, such that 
the difference in F1-score between the least effective and most 
powerful models reaches 17 %.

Fig. 7 demonstrates that the conventional expansion based 
on TF-IDF or Word2Vec is inferior to the more advanced contex-
tual word representation models BERT and RoBERTa. 

 
 

  
Fig. 5. Probability distribution of the tonal representation of dataset records 

 
  Fig. 6. Map of the distribution of tone ratings within a single text representation of a document
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5. 2. Implementation of the subject-oriented filter�-
ing mechanism

The results of the implementation of subject-oriented 
filtering mechanisms are focused on improving the rel-
evance of search results in context-oriented systems by 
using subject terminology. The performance indicators – 
accuracy, recall, precision and F1 score – were evaluated 
in three areas: finance, healthcare, and cybersecuri-
ty (Fig. 8).

The performance assessment was performed separately 
for each domain-specific dataset, covering the disciplines 
of finance, healthcare, and cybersecurity (Fig. 8). Our 
results show that the model tuned to expand the cyberse-
curity queries achieved the highest performance on each 
metric. Most likely, the superior performance is associated 
with more clearly defined sentiment polarities, which 
helps classify positive or negative threats to the user. The 
healthcare domain, on the other hand, showed slightly 
lower results with a 3.4 % difference in F1 score due to 

the inherent complexity of labeling medical records when 
extracting applicable records for the user recommendation 
system. Overall, the recorded improvement in accuracy 
and F1 score reached 5–7 % across all domains compared 
to the baseline. This indicates that the model captured 
more relevant results, characterized by a completeness 
metric in the process of maintaining high accuracy in sen-
timent-based expansion.

Considering not only the query domain, but also its 
length, it becomes obvious that the performance of longer 
queries with richer semantic content will be more advan-
tageous than dry factual statements (Table 2).

More complex queries are particularly practical for 
context-aware extension in terms of exploring domains 
filled with subjective documents, such as finance or cy-
bersecurity. However, while precision and completeness 
decreased in queries with 1–3 tokens, accuracy remained 
unchanged due to the model’s ability to handle specific 
contexts quite effectively.

Table 1

Performance assessment across all domains

Model Type Precision Recall Accuracy F1-score

Traditional TF-IDF Extension 0.70 0.65 0.68 0.67

Word2Vec-Based Extension 0.76 0.71 0.74 0.73

Baseline Model (BERT) 0.78 0.72 0.76 0.75

Context-Aware Model (BERT+Tone) 0.84 0.80 0.83 0.83

Baseline Model (RoBERTa) 0.80 0.75 0.79 0.78

Context-Aware Model (RoBERTa+Tone) 0.86 0.82 0.85 0.84

 

 
  Fig. 7. Comparison of performance metrics of query expansion performance evaluation models

Table 2

Impact of query length and complexity

Query length Precision Recall Accuracy F1 score

Short queries (1–3 tokens) 0.81 0.76 0.79 0.78

Medium queries (4–7 tokens) 0.85 0.81 0.84 0.83

Long queries (8+ tokens) 0.88 0.84 0.86 0.86
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6. Discussion of results related to the process of 
subject-oriented contextual query expansion integrated 

with text tone analysis

Our study demonstrates the significant advantages of 
context-sensitive text tone analysis for increasing the rele-
vance of document extraction. Focusing on specialized do-
mains in which there may be variability in tone and emotion-
al coloring proves the influence of user intent on database 
search mechanisms. Compared with conventional methods, 
the proposed model demonstrates the ability to match query 
semantics with tonal variability, increasing the accuracy 
factor in subjective queries. This addresses the limitations 
noted in previous works, such as the inability to distinguish 
between general text and local features, as highlighted in [6].

Table 1 illustrates the scoring format for domain-specific 
queries, where the emotional content of the text is integrated 
into the expansion of the original queries across domains. 
The table provides examples from the finance, healthcare, 
and cybersecurity domains, where the original queries are 
analyzed for their tone (e.g., negative, neutral) and aug-
mented with additional relevant keywords. These expanded 
keywords reflect the nuances of user intent in each domain, 

which could be influenced by tone and context. For example, 
in finance, the query “Stock market crash” is associated with 
a negative connotation and is expanded with terms such as 
“economic recession” and “financial crisis.” Similarly, in 
healthcare, the neutral query “COVID-19 vaccine approval” 
is expanded with terms such as “vaccine approval,” “vaccine 
trial,” and “FDA approval.” In cybersecurity, the negative 
query “Data Breach Notification” has been expanded with 
keywords such as “Cyberattack Alert,” “Security Breach 
Disclosure,” and “Privacy Breach Alert.” These expansions 
highlight how tone analysis helps enrich query terms, im-
proving the search engine’s ability to retrieve more relevant 
documents based on the user’s specific context and intent.

As shown in Table 2, the improved method outperforms 
the baseline models in all metrics. For example, the F1-score 
in the sentiment BERT model reached 0.83, which out-
performed the baseline BERT with a value of 0.75 by 8 %. 
RoBERTa demonstrates a similar trend of improving perfor-
mance by 17 % compared to conventional extension methods. 
These improvements reflect the enhanced ability of the 
proposed approach to take into account context dependence, 
which leads to more accurate query expansion and document 
retrieval. Comparing these results with those of other studies, 

 

 
  a                                                                                                              b

 
 

 
  c                                                                                                              d 

Fig. 8. Comparative analysis of performance evaluation in the financial, medical, and cybersecurity industries using models 
where M1 is the base model (BERT), M2 is the context-sensitive model (BERT+tonality), M3 is the base model (RoBERTa), M4 

is the context-sensitive model (RoBERTa+tonality) for the metrics: a – precision; b – recall; c – accuracy; d – F1-Score
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the improvements proposed in our study become even more 
obvious. For example, in a comparative study [6], the BertMas-
ker model is presented, which improves domain invariance 
by masking irrelevant tokens, which leads to a moderate 
increase in accuracy by 0.94 % in multi-domain classification. 
Furthermore, the masking strategy in BertMasker reduces 
domain discrimination by more than 12 %, which is a less no�-
ticeable trade-off due to its direct inclusion of sentiment anal-
ysis. Domain-specific comparisons further highlight these dif-
ferences. In the financial domain, BertMasker’s domain-aware 
representation strategy improves overall sentiment classifi-
cation, but does not clearly improve search accuracy for sen-
timent-driven queries, as observed in the improved method.

It is worth comparing the approach to query expansion us-
ing context-sensitive sentiment analysis with the hybrid model 
presented in [7]. This model uses rank aggregation and se-
mantic filtering combined with genetic algorithms to optimize 
query expansion terms. While it improves accuracy and com-
pleteness by filtering out irrelevant terms, it mainly focuses on 
static relevance feedback, without taking into account tonal 
variations in the text. In contrast, the improved method incor-
porates sentiment markers to dynamically adjust query terms 
based on contextual sentiment, achieving better performance, 
particularly in domains such as finance and cybersecurity.

Fig. 5 demonstrates that the financial domain highlights 
the effectiveness of the context-sensitive model in processing 
text with contrasting polarity, with an accuracy increase 
from 0.77 in the basic BERT to 0.84 in the context-sensitive 
RoBERTa. This outperforms the hybrid approach that relies 
on static semantic filtering. Similarly, cybersecurity presents 
another significant benchmark, with an accuracy increase 
from 0.79 in the basic BERT to 0.88 in the context-sensitive 
RoBERTa, exceeding a 7 % gain. This shows the ability to 
handle tonal nuances and domain-specific language better 
than the semantic filtering used in the aforementioned work. 

Despite these achievements, overextension remains a 
common problem, as excessive query terms could degrade 
accuracy. Future integration of dynamic precomputing meth-
ods, as proposed in BERT-QE [8], could optimize the perfor-
mance of our model while maintaining its adaptability to 
tonal variability. Combining sentiment-aware mechanisms 
with precomputing could further improve scalability and 
performance in real-time search systems. 

The integration of sentiment analysis into query ex-
pansion remains underexplored, with most previous work 
treating sentiment as an auxiliary feature rather than a core 
component. As could be seen from Table 2, where a 5–8 % 
increase in F1 score is observed, embedding sentiment and 
linguistic features together increases the semantic coherence 
of expanded queries, a progressive approach not observed 
in conventional IR systems. This distinction positions the 
presented query expansion framework as a more adaptive 
and domain-aware search tool compared to existing models. 
However, our study has several limitations that should be 
taken into account.

It is worth noting that the improved method has minor 
advantages in highly technical domains, where the use of 
neutral language prevails. In contrast, domains that are filled 
with linguistic units with subjective emotional tone perform 
better under these conditions. That is why, when tuning 
information systems for specialized domains, it is worth 
considering the limited universality of the proposed method. 
Thus, the CEQE study [9] emphasizes stability in different 
datasets, such as TREC, while the contextual-tone method 

addresses the problems of mood variability in real data, em-
phasizing adaptability compared to static approaches. 

Unlike CEQE, which mainly uses context-dependent em-
beddings for pseudo-relevant feedback, our improved method 
directly integrates tone analysis. This adds unique improve-
ments in relevance for subjective or mood-driven queries, 
especially in domains such as finance and healthcare. CEQE 
achieves 18–31 % improvement in average accuracy on some 
datasets, emphasizing completeness. The study demon-
strates 8–17 % improvement in F1-score, emphasizing accuracy 
improvement in tone-sensitive domains. SQET uses supervised 
learning to classify extension terms, achieving 6 % improvement 
in term ranking accuracy. On the other hand, the considered 
context-aware method with tone integration adapts this by 
embedding mood markers in the context-sensitive architecture, 
improving adaptability in subjective domains.

A potential drawback of the method is the overexpansion 
of queries, which could underestimate accuracy by extracting 
irrelevant documents. One way to mitigate the demonstrated 
problem was to design a mechanism for dynamic calibration 
of the obtained results. Thus, documents that did not fully 
correspond to the subject matter were not taken into account in 
the final assessment of the model’s performance. However, the 
limited granularity of tone, which leads to simplified interpre-
tations, could be represented through more detailed emotional 
scales or by increasing the dimensionality of the studied models.

Future research should build on these findings, address-
ing such limitations as the dynamic evolution of language 
and the inclusion of multimodal data. In addition, hybrid 
models that are able to balance technical accuracy and emo-
tional nuance could expand applicability to broader domains, 
supporting a personalized search experience. Long-term 
stability testing using constantly updated data is expected to 
maintain the high performance of the models.

Although the dynamic evolution of language patterns 
to user requirements has the potential to improve the ro-
bustness of the model in real-world applications. Complex 
models require a detailed approach to optimizing training 
methods and hyperparameters, which requires high com-
putational costs. Despite this, the development of hybrid ar-
chitectures that could handle multi-subject data is import-
ant to enhance universal applicability. However, effective 
evaluation metrics for hybrid systems remain understudied, 
which complicates the validation of the developed product. 
Adapting practical systems in real time will require scalable 
and resource-efficient architectures. In addition, the ability 
of the method to generalize information to perform the 
task depends on the completeness and compatibility of the 
provided data.

7. Conclusions 

1. Adding a sentiment analysis component to the basic 
query expansion framework introduced an additional vari-
able during the process of calculating the efficiency of the 
presented models. This allowed us to increase the relevance 
by 6–8 % in those areas where tasks based on the extraction 
of opinions or analysis of customer feedback were the ma-
jority in the specificity of query interpretation. As a result, 
the nesting of advanced transformer model architectures im-
proves the accuracy of queries and the relevance of extracted 
results in tonal-contrast scenarios. The improved method 
demonstrates the best relevance results when using the Ro-
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BERTa-based architecture, although the increase in accuracy 
and F1-score increases only by 1–2 %.

2. The filtering mechanism has demonstrated a stable 
increase in performance in all studied areas, adjusting to do-
main-specific terminology. The improvement is characterized 
by an improvement in accuracy and completeness, which in 
turn increases the overall performance of the system. Even in 
the context of excessive term saturation in the medical field, 
transformative models with deep contextual knowledge could 
mitigate these limitations due to the strong contrast between 
general and professional content. At the same time, the length 
of the query affects the increase in recognition efficiency, 
where larger average and long queries make it possible to in-
crease the F1 metric value by 3 % and 8 %, respectively.
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