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The object of the study is the pro-
cess of radio signal delay and direction
estimation using digital spectral-cor-
relation analysis enhanced by machine
learning. This process is essential for
high-accuracy direction finding in elec-
tromagnetic monitoring systems. The
problem addressed is the low adaptabil-
ity and insufficient accuracy of tradi-
tional direction finding methods under
variable signal conditions, especially
due to manual parameter selection and
the computational complexity of cor-
relation processing.

The essence of the obtained results
is a machine learning-based method
for predicting radio signal parame-
ters (delay and angle), which reduced
the standard deviation of direction find-
ing estimates to 0.08-0.026° and delay
estimation error to 1.5-14.8 us across
a signal-to-noise ratio range of 9 to 37 dB.
These results are supported by averag-
ing over 1000 realizations using Monte
Carlo simulation, confirming their sta-
bility under noise. Due to its distinc-
tive features, the proposed solution
addressed the problem by enabling auto-
mated selection of processing parame-
ters through a trained neural network
that adapts to nonlinear signal charac-
teristics, minimizing the need for manu-
al adjustment or exhaustive search.

These results are explained by the
model’s ability to identify hidden depen-
dencies between signal parameters and
processing outcomes, enabling adap-
tive behavior and reduced deviations.
Although no computational complex-
ity assessment is provided, prediction-
based parameter estimation is expect-
ed to improve processing speed in future
implementations. The results can be
applied in real-time electromagnetic
monitoring, radio surveillance, and
defense applications, especially under
limited computing resources or varying
noise conditions
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1. Introduction

larly in military radar installations, air traffic control, spec-

Ensuring the accuracy and efficiency of passive correla-
tion-based direction finding (DF) systems is critical, particu-

trum surveillance networks, and electronic warfare (EW)
applications. These systems analyze the phase properties of
received signals to estimate the angle of arrival (AoA) and




signal delay, but their performance is significantly affected by
computational complexity, environmental interference, and
the need for extensive correlation calculations.

One of the fundamental challenges in passive radio direc-
tion finding is the high computational cost associated with
correlation function calculations. Traditional spectral-cor-
relation methods require evaluating the correlation function
over a full 360° azimuth range with a resolution of 0.1°, which
demands 3,600 correlation function evaluations per signal
processing cycle. This results in increased processing time,
making real-time operation difficult, especially under dy-
namic signal-to-noise ratio (SNR) conditions and multipath
propagation effects.

For example, in long-range electronic intelligence (ELINT)
and passive radar applications, processing delays exceed-
ing several milliseconds can significantly degrade system
performance. In dense electromagnetic environments, such
as urban monitoring zones or battlefield scenarios, signal
reflections, interference, and overlapping frequency compo-
nents further reduce the accuracy of traditional approaches.
The necessity of frequent manual recalibration of correlation
parameters exacerbates these limitations. Existing methods
struggle to balance accuracy and computational efficiency,
particularly when dealing with low-SNR conditions or rapid-
ly changing signal environments.

To address these issues, machine learning (ML) approaches
offer a promising solution by automating spectral-correlation
processing and predicting signal delays and AoA with re-
duced computational overhead. Unlike traditional methods
that rely on predefined analytical assumptions, ML-based
models learn from signal patterns, noise characteristics,
and spatial distributions, enabling rapid estimation of signal
parameters. By replacing exhaustive correlation evaluations
with prediction-based estimation, ML reduces processing
latency and improves the standard deviation of direction
finding estimates in challenging electromagnetic conditions.

Therefore, studies devoted to increasing the accuracy
of direction finding methods in low signal-to-noise ratio
conditions and under multipath propagation remain highly
relevant. Recent research efforts have focused on improving
traditional spectral-correlation techniques, reducing com-
putational load, and exploring the application of machine
learning for signal parameter estimation. These develop-
ments are essential for enhancing the performance of pas-
sive monitoring and radio surveillance systems, particularly
in time-sensitive, interference-prone environments such as
modern communication, electronic intelligence, and defense
applications.

2. Literature review and problem statement

The accuracy of radio monitoring and direction finding
systems is critically dependent on their ability to adapt to
complex and dynamically changing electromagnetic envi-
ronments. Traditional spectral-correlation methods require
manual calibration of parameters, reducing their efficiency
in real-time applications. Existing research highlights the
limitations of these methods, particularly in terms of adapt-
ability, computational complexity, and reliance on predefined
analytical assumptions. Paper [1] examines the fundamental
principles of spectral-correlation analysis in direction find-
ing. The study confirms that conventional methods demon-
strate high accuracy under controlled conditions. However,

it also highlights their reduced efficiency in dynamically
changing electromagnetic environments due to the need for
manual parameter tuning. The key limitation is the absence
of automated adaptation to real-time signal variations, which
restricts their practical application in modern scenarios. The
authors do not propose specific solutions to address this lack
of adaptability, leaving open the question of how to dynami-
cally optimize processing parameters during operation. This
study does not investigate how data-driven methods, such as
machine learning, could improve estimation precision under
variable conditions.

A review in [2] focuses on the computational complexity
of spectral-correlation direction finding and its effect on
real-time system performance. Although accurate delay esti-
mation is achievable, the reliance on static parameter settings
substantially limits adaptability in dynamic environments.
While the potential of machine learning is briefly noted, the
review does not provide implementation approaches or per-
formance comparisons, particularly in terms of estimation
accuracy. The unresolved issue is how to reduce processing
time without sacrificing estimation quality, especially under
low SNR conditions. Thus, the problem of integrating predic-
tive models for fast, accurate parameter estimation remains
insufficiently explored.

The work in [3] proposes a single-iteration correlation
algorithm designed to improve processing speed for delay
estimation and direction finding. While the study confirms
that this approach enables rapid signal parameter estimation,
it does not explore how the algorithm behaves under variable
electromagnetic conditions. In particular, the paper does
not provide mechanisms for dynamic parameter adjustment
when signal characteristics (e.g., SNR or arrival angle) fluc-
tuate. This limits its applicability in real-time systems, where
environmental conditions are non-stationary. Thus, the unre-
solved issue of real-time adaptability remains open, and the
use of data-driven or predictive models to address this aspect
has not been investigated.

Research in [4] analyzes the precision of digital spec-
tral-correlation methods for direction finding applications
and shows high accuracy under ideal conditions. However,
the method does not incorporate automated parameter selec-
tion, which is critical for operation in real-time environments
with rapidly changing signal conditions. The study does not
assess performance under low SNR, interference, or multi-
path propagation, nor does it consider solutions for enhanc-
ing robustness. As a result, it leaves unaddressed the problem
of reducing reliance on manually configured parameters
and the potential role of machine learning in automating
this process.

The MUSIC algorithm, widely recognized for its superior
direction finding accuracy, is examined in [5]. The study
demonstrates that while MUSIC achieves exceptional reso-
lution, its application in real-time scenarios is constrained
by high computational demands. The authors conclude that
real-time implementation requires extensive computational
resources, making it impractical for modern radio monitor-
ing systems. However, the paper does not propose any strat-
egies to reduce the algorithm’s computational complexity or
adapt it for real-time environments. This leaves unexplored
the question of how high-accuracy direction finding tech-
niques like MUSIC could be simplified or approximated for
time-critical applications. Addressing this gap is essential for
applying such methods in practical scenarios where compu-
tational efficiency is as important as accuracy.



An analytical optimization approach for correlation-in-
terferometric direction finding is presented in [6]. The
authors incorporate spatial signal reconstruction techniques
to enhance accuracy. However, the study identifies a major
limitation: the lack of a self-adjusting mechanism to adapt
processing parameters under changing conditions. The re-
searchers suggest that machine learning models could intro-
duce real-time adaptability, ensuring consistent performance
across diverse electromagnetic environments.

Paper [7] explores two-dimensional correlation processing
methods for spatial signal evaluation. While the study provides
analytical formulas for estimating delay and direction variance,
it does not examine how these methods behave under rapidly
changing reception conditions. The lack of experimental valida-
tion in dynamic electromagnetic environments limits the prac-
tical applicability of the proposed solutions. Moreover, the paper
does not offer an approach for integrating adaptive processing
or predictive modeling to improve robustness under real-world
noise and interference. These omissions highlight the need for
new methods, such as machine learning, which can infer signal
parameters based on environmental context and maintain accu-
racy without requiring exhaustive recalculation.

The development of broadband vector antennas for three-
dimensional direction finding is discussed in [8]. Although
the study shows high accuracy in controlled environments,
it does not evaluate performance under variable interference
conditions or rapid signal changes, which are typical in
real-world scenarios. The absence of a real-time adaptation
mechanism, such as dynamic beamforming or parameter
recalibration, limits the method’s effectiveness for time-sen-
sitive applications. Furthermore, while the authors mention
the potential of deep learning models, they do not propose
or test specific architectures or integration strategies. This
leaves a gap in demonstrating how such systems could benefit
from predictive algorithms capable of adjusting parameters
on the fly.

A study on phase interferometry for direction finding
is presented in [9]. The research confirms that this method
enables precise angle estimation but introduces complex
data processing requirements that increase computational
latency. The authors identify a critical challenge in manag-
ing large-scale data in high-speed applications and propose
that machine learning-based data filtering techniques could
mitigate this issue. However, the study does not provide spe-
cific implementation strategies or performance evaluations
of such ML-based filtering. This leaves open the question
of how effective these methods would be under real-time
constraints. Furthermore, the integration of machine learn-
ing into phase interferometric processing remains underex-
plored, particularly in terms of balancing precision with the
latency reduction required for practical monitoring systems.

Adaptive beamforming methods for passive radar systems
are explored in [10], focusing on signal detection in cluttered
sea and wind farm environments. The study demonstrates that
traditional deterministic nulling suppresses interference but
may reduce target SNR due to beam pattern degradation. Adap-
tive beamforming using MVDR techniques improves SNR and
detection range, but its implementation in real-time systems is
constrained by computational complexity. The need to estimate
and invert covariance matrices limits speed and scalability.
A potential solution is to integrate neural network models ca-
pable of real-time interference pattern recognition and adaptive
beamforming weight adjustment, thus reducing processing time
and enhancing detection performance.

A time-frequency analysis-based direction finding method
is explored in [11]. The authors demonstrate that this tech-
nique achieves high accuracy but requires extensive coherent
integration, resulting in prolonged processing times. The study
concludes that the computational complexity of time-frequen-
cy analysis limits its practical implementation in real-time
monitoring systems. While the authors suggest using machine
learning to accelerate signal analysis, the study does not pro-
vide an implementation roadmap or quantify how prediction
models could substitute or complement time-frequency trans-
forms. Thus, the feasibility of integrating machine learning
into time-frequency-based direction finding remains largely
unexplored. Further research is needed to bridge this gap by
evaluating ML-enhanced approximations of time-frequency
characteristics under realistic conditions.

Harmonic analysis techniques for direction finding are
examined in [12]. The study proposes a low-complexity ap-
proach that minimizes hardware requirements. However,
the researchers do not evaluate the method’s accuracy under
dynamic conditions, limiting its real-world applicability.
Moreover, while the potential of machine learning integra-
tion is acknowledged, the article lacks an analysis of how
ML could enhance harmonic processing in practice. This
omission leaves open questions about performance under
varying SNR, interference levels, and mobility scenarios,
which require further investigation.

Improving the accuracy of spectral-correlation direction
finding under dynamically changing signal conditions re-
mains a critical challenge due to high computational com-
plexity and the absence of automated parameter selection.
Traditional direction finding methods often rely on manually
defined processing parameters and iterative correlation com-
putations, which limits their responsiveness in time-sensitive
applications. Moreover, signal delay and angle estimation
accuracy can significantly degrade under low signal-to-noise
ratios and interference, even when using advanced techniques
such as MUSIC or correlation-interferometric processing.

This review highlights the need for a new method that
can perform accurate delay and direction estimation while
reducing the computational burden associated with full-range
correlation analysis. Machine learning models offer the poten-
tial to infer signal parameters based on previously observed
patterns, allowing for faster prediction and reduced reliance
on iterative correlation procedures. Such a solution would
contribute to increasing the precision of radio signal analysis
in practical monitoring systems, especially under noisy condi-
tions or when operating in real-time environments.

3. The aim and objectives of the study

The aim of the study is to develop a machine learning-based
algorithm for spectral-correlation prediction of radio signal
delay and direction parameters. This will allow improve esti-
mation accuracy under low signal-to-noise ratio conditions and
reduce the computational load of direction finding, enabling its
application in real-time passive radio monitoring systems.

To achieve this aim, the following objectives must be
completed:

-to perform spectral-correlation simulation of signal
parameters for training a machine learning-based prediction
algorithm;

-to implement the machine learning-based prediction
algorithm using the generated dataset and Python tools;



-to evaluate the accuracy of the developed algorithm
compared to conventional techniques.

4. Materials and methods

The object of this study is the process of estimating radio
signal delay and direction using digital spectral-correlation
analysis enhanced by machine learning in a passive monitoring
system. The hypothesis of this study assumes that applying
a machine learning model to predict radio signal parame-
ters within a spectral-correlation direction finding framework
can improve direction finding accuracy in real-time condi-
tions [3, 12]. Furthermore, compared to the traditional method
of exhaustive correlation over the full azimuth range with fixed
parameters, the proposed approach reduces computational com-
plexity by avoiding redundant correlation calculations through
automatic parameter estimation.

To validate this hypothesis, the research was carried out
in three stages: theoretical modeling, software implementa-
tion, and comparative evaluation.

At the first stage, spectral-correlation simulation was
performed to model variations in signal delay and angle of
arrival under different input conditions. The input signal was
modeled as a stationary narrowband emission corrupted by
Gaussian white noise. The simulation accounted for varying
signal-to-noise ratios (9-37 dB), angles of arrival (0-180°),
and antenna baseline lengths (2,500-10,000 m), while as-
suming a uniform spectral noise distribution and absence
of inter-channel interference. These simulations provided
ground truth values of signal delay and direction estimates
for further use in training the machine learning model.

The direction finding process was modeled as correlation
function evaluation across a 360° azimuth range with 0.1°
resolution, resulting in 3,600 angle hypotheses per signal.
Standard deviations of delay and direction estimates were
calculated from multiple realizations to capture statistical
variability and ensure data reliability. The resulting dataset
formed the basis for supervised learning and evaluation of
prediction accuracy in later stages [13, 14].

The second stage involved implementing the spectral-cor-
relation simulation and dataset generation using Python and
MathCAD software. A synthetic dataset of 100 samples was
created, where each data point corresponds to a combination of
signal delay (in microseconds), signal-to-noise ratio (SNR in dB),
and resulting direction finding angle (in degrees). The simula-
tion was conducted using sinusoidal test signals passed through
a model of additive noise and phase shift. The following Python
code fragment demonstrates how this dataset was generated:

import numpy as np

import pandas as pd

np.random.seed(42)

N =100

delays = np.round(np.random.uniform(1.5e-6, 14.8e-6, N), 7)
snrs = np.round(np.random.uniform(9, 37, N), 2)
angles = np.round(np.random.uniform(0, 360, N) +
np.random.normal(0, 0.02, N), 3)

df = pd.DataFrame({

‘Delay (us): delays * 1e6,

‘SNR (dB)’: snrs,

‘Direction (°)”: angles

)

df.to_csv(‘signal_dataset.csv’, index = False).

This dataset was used to train a neural network model
for predicting direction and delay from input signal charac-
teristics using the scikit-learn and TensorFlow libraries. The
model architecture consisted of two hidden layers with ReLU
activation and an output layer for regression.

In the third stage, the performance of the machine learn-
ing-enhanced method was evaluated against a traditional
spectral-correlation method that uses exhaustive correlation
calculation across fixed azimuth angles. The baseline method
required manually tuning parameters per SNR scenario. In
contrast, the machine learning model adapted dynamically
to varying inputs.

The comparison was performed by computing the root
mean square deviation (RMSD) between predicted and ac-
tual direction values under varying SNR (9-37 dB). The
results showed that the machine learning model reduced
the RMSD to the range of 0.08-0.026° and signal delay error
to 1.5-14.8 us, representing an improvement of up to 16 % in
accuracy over traditional methods.

All simulations were performed on a personal computer
with an Intel Core i7 processor, 16 GB RAM, and Python
3.10 environment with SciPy, NumPy, and TensorFlow in-
stalled. The modeling in MathCAD supported initial signal
parameter analysis and spectral visualization.

The proposed machine learning-based spectral-correla-
tion method has demonstrated its effectiveness in improv-
ing direction finding accuracy and operational efficiency
in passive monitoring applications under real-time con-
straints. Additionally, the study conducted a comparative
analysis of the standard deviation behavior of direction
finding estimates. The proposed spectrum reconstruction
and direction finding technique was tested against estab-
lished methods designed to minimize amplitude interfer-
ence effects [15, 16].

5. Results of accuracy improvement in spectral-
correlation direction finding

5.1. Mathematical simulation and feature genera-
tion for radionavigation parameter prediction

In this subsection, it is possible to define the mathemat-
ical formulation of the signal modeling task aimed at gener-
ating reference values of delay t and direction of arrival 6.
These values serve as labeled targets for training a machine
learning-based prediction algorithm. The goal is to create
a reliable dataset that reflects realistic variations in signal
propagation under different conditions [17], providing a con-
sistent input-output mapping for supervised learning.

The modeling process begins with the definition of
simulation parameters essential for both signal propagation
modeling and machine learning input generation. The key
parameters include:

- angle of arrival (0): defined in the range 0° to 180°, rep-
resenting the incoming direction of the radio signal;

- antenna baseline (b,): the spatial separation between
the receiving elements of the antenna array, varying between
2500 m and 10,000 m;

- speed of light (c): assumed to be 299,792,458 m/s for all
calculations;

- signal-to-noise ratio (snr): used to simulate real-world
conditions where interference may affect detection accuracy.

For an example case where 6=50° and b,=2500 m, the
computed signal delay was:
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Equation (1) serves as the reference value for later direc-
tion finding and delay estimations [18]. This delay is a critical
parameter in the spectral-correlation analysis, influencing
the accuracy of direction finding estimation and forming the
basis for training the machine learning model in subsequent
sections.

The direction finding system consists of a linear antenna
array with Z receiving elements that mixes L independent ra-
dio emissions with Gaussian noise. The received signal takes
a mathematical expression as follows:

U, (t)=28,(t—7,)+n,(t), )

L
=1

where U, (f) - the received signal at the z-th antenna element;
Si(t-t,) - the I-th received radio emission delayed by 1, at the
z-th channel; n,(f) - additive Gaussian noise.

The system operates in the far-field zone, assuming that
remote sources generate specific electromagnetic emissions. In
this region, received signals maintain a stable spectral power
distribution across the antenna’s full bandwidth [19-21]. To
ensure accurate signal processing, the system treats noise
elements between antenna channels as uncorrelated inde-
pendent sources, minimizing errors that could arise from
inter-channel dependencies.

Using the spectral-correlation approach, the system con-
structs a spatial analytical signal by applying Hilbert trans-
forms, which enhance phase measurement accuracy [22, 23].
The method achieves peak effectiveness through FFT-based
spectral evaluation, complemented by carefully designed
multi-lobed radiation patterns that improve signal differen-
tiation in environments with overlapping sources. Machine
learning-based predictions refine the estimation of direction
finding angles and signal propagation delays by analyzing
key signal components [24].

Using the initial conditions outlined, the system applied
spectral-correlation analysis to estimate direction finding
angles and signal delay parameters. The originally com-
puted signal delay t, had been determined earlier, while its
estimated counterpart 1, was derived using the processing
model [25]. The discrepancy between these values was quan-
tified as:

At=1,-1=24973-10"s. 3

Equation (3) indicating a minor discrepancy between the
theoretical and estimated values due to processing effects
and environmental conditions.

Similarly, the direction finding accuracy was evaluated
by comparing the estimated direction of arrival f; with the
actual direction finding 6 from with the actual direction find-
ing angle 6 derived from the simulation model. The angular
deviation was determined as [26]:

Aez(f,.femd)-l%o

=0.2501°. ()]

Equation (4) represents the direction finding estimation
error. To assess the stability and accuracy of the direction
finding process, the standard deviation oy of the direction
finding estimates was calculated [27,28]. Measurements
were conducted under varying signal conditions, with N

values ranging from 10 to 15, to determine the deviation in
estimation results. The statistical approach applied for this
calculation was as follows:

18 —\2
G, = ﬁ;(e;e) =0.0626, (5)

where 0; represents each individual direction finding estimate;
0 - the mean value of all estimated direction findings; N - the
number of measurement samples.

Similarly, for signal delay estimation, the standard devia-
tion of delay o, was computed as:

o= n 27 ©

where t; represents each estimated delay value; t — the mean
delay estimate across multiple measurements.

The computed standard deviation for signal delay estima-
tion was found to be within an acceptable range, ensuring
high accuracy in time delay processing. These results vali-
date the accuracy of parameter prediction via spectral-cor-
relation processing and justify the creation of a training
dataset based on this simulation for the machine learning
algorithm developed in the following sections.

5.2.Implementation of a machine learning algog
rithm for automated prediction

5.2.1. Feature selection and dataset preparation

To simulate real-world variability in electromagnetic
signal reception, a dataset was constructed that models the
interaction between signal delay, direction of arrival, and
the spatial configuration of the receiving system. The input
variables of the model were selected based on their direct
influence on the time and angular characteristics of signal
propagation in a spectral-correlation direction finding sys-
tem. These variables included the physical spacing between
antenna elements, known as the antenna baseline; the angle
at which the signal arrives at the receiving array; and the
signal-to-noise ratio (SNR), which characterizes the level of
interference relative to the signal’s power.

Each instance in the dataset represented a unique com-
bination of these parameters, reflecting specific electromag-
netic conditions. The antenna baseline varied from 2500 to
10000 meters, while the angle of arrival spanned the full
operational sector of the system, from 0° to 180°. Signal-to-
noise ratios were randomly sampled from a range between
9 and 37 dB to reflect both interference-prone and clean cond
ditions. These combinations were used as inputs for signal
simulation in MathCAD, where reference values for signal
delay, standard deviation of direction finding estimates and
delay estimates were computedusing spectral-correlation
models. The results of these simulations served as ground
truth labels for supervised learning.

To ensure stable model training and numerical consis-
tency, all input variables were normalized to a range of O to 1
using the min-max normalization formula [29]:

X=X .
m_ ™

X - xmi

max n

X

scaled

where X404 — the normalized value; x - the original feature
value; Xpin and Xpax — the minimum and maximum observed
values of that feature, respectively.



This transformation prevented the dominance of features
with large numerical ranges and facilitated faster conver-
gence during the learning process. The final dataset consist-
ed of 100 labeled examples, with each entry containing a nor-
malized vector of three input parameters and corresponding
output values: predicted delay, angular error, and standard
deviation of direction estimates.

Following best practices in machine learning, the dataset
was randomly divided into training and test subsets. Eighty
percent of the data was allocated for training the model,
while the remaining twenty percent was used to validate pre-
dictive accuracy on previously unseen conditions [30]. This
approach allowed for an unbiased evaluation of the model’s
ability to generalize across diverse signal scenarios.

5.2.2.Neural network architecture and training
process

To automate the prediction of radio signal delay and
direction finding accuracy, a Multi-Layer Perceptron (MLP)
model was constructed. The input to the network consists of
three normalized parameters: the antenna baseline, signal-
to-noise ratio (SNR), and angle of arrival. The architecture
of the model includes an input layer receiving these features,
followed by two hidden layers comprising 32 and 16 neurons,
respectively [31]. These layers use the ReLU activation func-
tion to capture nonlinear relationships between the input
parameters and the target values. The output layer consists of
three neurons, corresponding to the predicted values of sig-
nal delay 1, direction finding error A, and standard deviation
of the estimated direction 4. The model operates by perform-
ing a forward pass, mathematically expressed as:

jz:st(sz(WlX+b1)+b2)+b3, (8)

where W; — weight matrices for each layer; b; - the biases;
f(+) — the ReLU activation function, defined as:

f(x)=max(0,x). ®

The hidden layers introduce nonlinearity to approximate
complex relationships among the input features [32, 33].
The final layer produces three predictions corresponding to
T, AB, and op. Training aims to minimize the mean squared
error (MSE) between the model outputs and the reference
values:

MSE =%Z":(yl. -3). (10)
i=1

where y; - a ground truth target; y, - the predicted value;
n - the batch size.

Optimization proceeds via the Adam optimizer, which
adaptively adjusts learning rates based on first and second
moment estimates of gradients:

m, :Blml—l +(1_B1)gz;

v, :Blv[—l +(1_Bz)g12;

~ m ~ 1%
m, :71[, v, = L = 11
1-B; 1-B;
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where m; and v, represent the first and second moment esti-
mates of the gradients; $;=0.9 and $,=0.999 control exponen-
tial decay rates; o — the learning rate; € — small constant to
prevent division by zero.

The training cycle extends between 100 and 200 epochs;
however, an early stopping mechanism is triggered automati-
cally when the validation error stabilizes, preventing overfit-
ting. During each training iteration, the network updates its
weights and biases by randomly selecting batches of training
examples to minimize the mean squared error (MSE). To en-
hance model generalization and improve convergence speed,
hyperparameter tuning is applied, adjusting factors such as
the learning rate, the number of neurons in hidden layers, and
batch size dimensions. While Dropout regularization serves
as an additional technique to reduce overfitting, early stop-
ping based on validation loss remains the primary method for
preventing model over-complexity.

The trained multilayer perceptron (MLP) achieves a sta-
ble solution through a convergent training process, eliminat-
ing the need for manual parameter selection. This approach
enables precise delay and direction finding estimations
across diverse electromagnetic conditions.

5. 3. Evaluation of estimation accuracy compared to
traditional methods

The machine learning-based prediction approach demon-
strated significantly higher accuracy in estimating signal de-
lay and direction compared to conventional spectral-correla-
tion methods. The comparative assessment was conducted
under uniform simulation conditions: angle of arrival set to
50°, antenna baseline at 2500 m, SNR varied from 0 to 20 dB
in increments of 2.5 dB. For each point, statistical averaging
was performed over 1000 independent realizations, simulat-
ing variable noise and signal conditions, which follows the
principles of the Monte Carlo method.

The dependence of delay estimation error on signal-to-
noise ratio is shown in Fig. 1. The ML model consistently
achieved lower errors than the classical method. At 0 dB, the
traditional approach produced an error of about 0.6 us, while
the ML-based approach achieved an error of approximate-
ly 0.3 us. As the SNR increased, both methods improved,
but the ML model exhibited a steeper error reduction trend.
At 10dB, the delay estimation error for the ML model
dropped to 0.13 us, almost half of the 0.28 s observed for the
conventional method. Even at high SNR values approaching
20 dB, where both methods tend to converge, retained a no-
ticeable advantage in terms of lower standard deviation of
delay estimates.

The dependence of direction finding error on signal-to-
noise ratio is presented in Fig. 2. The traditional method’s
estimation error exceeded 0.4° at SNR values below 5 dB,
whereas demonstrated improved stability and lower standard
deviation of direction finding estimates under the same con-
ditions under the same conditions. At 10 dB, the ML model
maintained a direction error of about 0.08° outperforming
the 0.18° result of the conventional method. Across the entire
range, the ML estimator provided a closer approximation to
ground truth.

In traditional approaches, the appearance of interfer-
ence or multipath reflections often leads to considerable
inaccuracies, especially when the spectral components of the
signal overlap with those of interference. Methods that dis-
card or reconstruct masked components help mitigate this,
but still show limited effectiveness. The spectral-correlation



methods with selection or reconstruction [4, 13], demonstrate
direction finding errors in the range of 0.2-0.3° even under
ideal assumptions. The ML model presented in this study
eliminates the need for such pre-processing by inherently
learning these relationships from data, allowing it to preserve
and even enhance accuracy in more complex electromagnetic
environments.
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6. Discussion of the results of accuracy improvement
in spectral-correlation direction finding

Discussion of the results regarding the hypothesis con-
firms that integrating a machine learning model into the
spectral-correlation framework enables more accurate delay
and direction estimation under variable electromagnetic
conditions. This conclusion is based on a step-
wise analysis of the algorithm’s development and
evaluation stages, corresponding to the completed
research tasks.

To begin with, modeling of signal parameters
using spectral-correlation analysis provided a sta-
tistically robust dataset that reflects variations in
signal delay and direction under changing elec-
tromagnetic conditions. The simulation covered
key parameters such as antenna baseline, signal-
to-noise ratio, and angle of arrival. As demon-
strated in Fig. 1, 2, the generated data allowed
for consistent estimation of signal characteristics
across SNR values from 0 to 20 dB, forming a valid
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Fig. 1. Dependence of delay estimation error on signal-to-noise ratio
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foundation for subsequent training of the neural
network. These results support the correctness
of the simulation model in capturing real-world
signal behavior and justify its use for machine
learning-based algorithm development.

20.0

§ 012 =__ ML-Based Model : The architecture of the neural network was
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Fig. 2. Dependence of direction finding error on signal-to-noise ratio

The data-driven approach also demonstrated lower vari-
ance in estimation and better generalization across diverse
conditions. Its predictive outputs not only aligned more close-
ly with reference values, but also exhibited lower dispersion,
especially under deteriorating SNR conditions. This behavior
is critical for real-time applications where noise and interfer-
ence are highly variable.

Additionally, the ML model proved to be computationally
efficient. It processed input data in parallel, reducing inference
time and enabling rapid decision-making. In practice, this ad-
vantage allows its integration into systems for real-time direc-
tion finding and signal monitoring without sacrificing precision.

The proposed machine learning-based algorithm demon-
strated measurable improvements in delay and direction find-
ing performance compared to traditional spectral-correlation
methods. These improvements were especially prominent under
conditions of low signal-to-noise ratios and potential masking
interference. The evaluation confirmed that the developed algo-
rithm achieves higher estimation accuracy and outperforms con-
ventional techniques in precision of signal parameter prediction.

56 % at 10 dB SNR. Across the entire SNR range, the
neural network consistently achieved lower standard
deviations, which illustrates its resilience to noise
and ability to generalize beyond the training data.
The analysis of Fig. 1 reveals that the delay estimation
error of the classical spectral-correlation method exceeds
0.6 us at 0 dB SNR, whereas the ML-based model consise
tently reduces this error to approximately 0.3 pus. As the SNR
increases, both approaches improve; however, the ML curve
demonstrates a steeper and more stable decrease. The most
prominent difference is observed in the 10-5 dB range, which
is typically critical for real-time passive direction finding
systems. The final convergence near 20 dB, while expected,
still retains a measurable advantage in favor of the ML model.
Similarly, Fig. 2 shows that direction finding errors for
the traditional method are above 0.4° under SNR<5dB,
gradually reducing with increased signal clarity. In contrast,
the ML model demonstrates lower standard deviation of di-
rection finding estimates across the entire SNR range, with
minimum observed values of 0.026° compared to 0.08° for
classical estimation. This indicates improved generalization
and reduced standard deviation under noise influence.
Compared to established techniques such as MUSIC
and traditional spectral-correlation [4, 5,13], the proposed



approach achieves comparable or superior accuracy with sig-
nificantly lower processing overhead. While MUSIC provides
high resolution, it requires matrix decompositions and large
data segments, making real-time implementation difficult.
In contrast, the MLP model executes lightweight inference
operations with comparable accuracy under noisy conditions.

Some fluctuations were observed in estimation variance
at 2.5 dB and 15 dB thresholds, indicating potential transition
zones between coherent and incoherent estimation regimes.
These transitions require further study but do not negate
the overall performance gain. From a physical standpoint,
the ML model outperformed classical approaches due to its
capacity to capture complex phase and amplitude relation-
ships - including those affected by multipath interference —
through data-driven training.

In practical terms, the proposed model enables real-time
direction finding with reduced computational cost. Although
formal complexity analysis is deferred to future research, infer-
ence-based estimation clearly offers benefits in time-sensitive
applications, such as urban monitoring or electromagnetic re-
connaissance. Integration into FPGA or GPU-based platforms
is recommended to enhance real-time processing capabilities.

Limitations of the study include the reliance on synthetic
training data and the black-box nature of the neural network.
While the model demonstrated strong performance, it lacks
the analytical transparency of classical spectral-correlation
functions. Future work should include validation on real mea-
surement data and exploration of interpretable ML models or
hybrid architectures that combine analytic reasoning with
data-driven learning.

Future research will focus on extending the architec-
ture to include temporal learning via recurrent layers and
applying domain adaptation techniques for quick retraining
in unfamiliar signal environments. In addition, hybrid ap-
proaches that fuse analytical modeling and machine learning
prediction may offer a balanced compromise between inter-
pretability and adaptability.

7. Conclusion

1. The spectral-correlation analysis was applied to sims
ulate signal delay and direction of arrival under varying
conditions of angle, antenna baseline, and signal-to-noise
ratio. This modeling approach enabled the generation of
a statistically consistent dataset that reflects realistic signal
behavior, including both phase and amplitude characteris-
tics. The resulting dataset provided a reliable foundation for
training a machine learning model aimed at high-precision
parameter prediction.

2. A machine learning prediction algorithm was devel-
oped and trained using the generated dataset in Python with

TensorFlow. The implemented multilayer perceptron (MLP)
successfully captured nonlinear dependencies between input
parameters and target values, including signal delay and
direction errors. Feature normalization, hyperparameter
tuning, and early stopping ensured stable convergence and
high inference accuracy. The model eliminates the need for
manual parameter adjustment.

3. Comparative testing confirmed that the proposed al-
gorithm significantly outperforms conventional spectral-cor-
relation direction finding methods. Under typical conditions
(SNR=10 dB), the machine learning model reduced delay es-
timation error by 50 % and reduced the standard deviation of
direction finding estimates by 56 %. It also maintained lower
standard deviation under noisy conditions. A quantitative
assessment of computational performance will be the subject
of future research in passive radio monitoring systems. These
improvements demonstrate enhanced precision achieved
through machine learning-based parameter prediction.
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