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This study investigates unstructured text data on clinical tri-
als. The task addressed relates to the fact that analyzing such data
involves a laborious and error-prone process, hard-to-tackle even
for specialists. In turn, this leads to an increase in the duration of
studies and delays in the release of new drugs to the market.

This work reports an approach to constructing a dataset on
clinical trials, as well as subsequent extraction of key informa-
tion using state-of-the-art large language models. A study was
conducted on extracting such indicators as the eligible gender of
participants, a research phase, as well as the study’s therapeutic
area. A total of 11,703 experiments were performed, most of which
achieved high results. In particular, the average values when
using the GPT-4o0-mini model were as follows: F1-measure - 0.92;
accuracy - 0.98; recall - 0.99; precision - 0.87.

Extraction of information from clinical documentation in
Ukrainian demonstrated similar results compared to English-
language counterparts. In some cases, a significant number of
false positives were observed, and the indicators were signifi-
cantly lower (the lowest recorded values: F1-measure - 0.52; accu-
racy - 0.82; recall - 0.78; precision - 0.35). For such cases, the
reasons were analyzed, and the corresponding conclusions and
recommendations were formulated.

In addition, the results of the experiments helped identify
a number of discrepancies and errors in official registries, which
is a vivid example of practical application. Other examples of
using the result are the possibility of scaling the technology to
additional data types, as well as supporting digital transforma-
tion in the medical field. Such results are prerequisites for auto-
mating the clinical trial process and accelerating the release of
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1. Introduction

Typically, the clinical trial process takes six to seven years,
and sometimes more than ten. A significant part of this pro-
cess is documentation. In particular, clinical trial protocols
are complex documents (often more than 100-200 pages) that
outline the trial design, study drugs, objectives, patient inclu-
sion criteria, possible side effects, and other aspects. Review-
ing protocols to obtain structured data is a time-consuming
and error-prone process, even for experts in the field.

Artificial intelligence (AI), including machine learning (ML),
is helping to significantly improve the efficiency of clinical tri-
als, helping to reduce development time and cost [1, 2]. Natu-
ral language processing (NLP) tools can process thousands of
previous protocols or trial results in seconds. This speeds up
the design phase and helps avoid errors. Al can also quickly
scan protocol requirements and compare them with the capa-
bilities of clinical centers to select the best sites for trials and
to assist with patient recruitment [3].

In recent years, neural network models - especially lan-
guage-based transformer models - have significantly improved
the accuracy of extraction. Instead of manually developed
features, these models learn from large text structures. For ex-
ample, Novartis researchers proposed CT-BERT, a BERT-based
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model tuned to recognize entities in clinical trial text [4]. This
model was trained to extract different entities from inclusion
and exclusion criteria and related sections. In general, BERT-
style models (and their biomedical variants such as BioBERT,
Clinical BERT, or PubMedBERT) have become the standard
for protocol text analysis. These models can handle a variety of
phrases and contextual nuances better than previous methods,
especially for complex criteria [5]. On the other hand, studies
conducted in 2023-2024 demonstrate that in certain cases
general generative models could perform as well as their spe-
cialized counterparts [6].

The latest trend is to use very large models (GPT-3,
GPT-4, etc.), which can perform complex information ex-
traction with minimal training using prompts or rapid
learning [7]. These models, pre-trained on a huge amount of
text data, can retrieve instructions, parse protocol text into
structured JSON, or populate a table with defined fields. Sim-
ilarly, other studies have used GPT-4 to extract results from
cancer trial reports. It has been illustrated that large language
models (LLMs) can perform well in a scalable manner [8-10].
However, the biggest caveat is that LLMs sometimes have
a tendency to generate spurious fragments or omit infor-
mation, so careful evaluation and analysis of the results is
a pressing task.




2. Literature review and problem statement

The first systems related to the extraction of structured data
from clinical texts focused on the manual construction of rules
and dictionaries for recognizing medical entities and facts in
the text. For example, EIlilE [11] became one of the first open
tools for parsing inclusion and exclusion criteria — descriptions
of patient characteristics that determine the possibility of
participating in the study. Although such approaches demon-
strated the ability to process simple sentences, their scalability
was limited because new formulations of criteria required the
addition of rules, and generalization to different diseases was
difficult. An option to overcome this is machine learning (ML).

In [12], a combination of several ML models (BERT, Ro-
BERTa, XLNet, ELECTRA, ERNIE) was used to automatically
categorize inclusion criteria sentences by type (category).
This model achieved an accuracy of ~0.85 and an F1-measure
of 0.8169 on a large Chinese-English set of criteria. But this
model solves only the classification problem and does not pro-
vide a complete extraction of the content of the criteria. The
reason is the narrow specialization of the models.

A separate area of research is the formalization of criteria
in the form of structures or queries. In [13], the Chia system is
described, where each criterion is represented as a dependence
graph that can be converted into a Boolean query to the data-
base. Thus, the problem of information extraction is consid-
ered as the construction of a formal representation suitable for
algorithmic verification. This method has become the basis for
the emergence of new approaches - both fully automatic and
hybrid (a combination of rules and machine learning), but the
issues of completeness and universality remain unresolved.
The reason is the narrow specialization of the system.

LLMs may be an option to overcome these difficulties.
In the 2020s, researchers began to experiment with applying
these universal models to medical domain tasks. Despite
the general nature of training, LLMs were able to answer
clinical questions, solve diagnostic problems, and analyze
medical texts, even if the model was not specifically trained
on them [14, 15]. In [16], it is noted that large language mod-
els can significantly speed up the routine stages of preparing
systematic reviews, while increasing reproducibility and re-
ducing the number of human errors. However, the issues of
quantifying the effectiveness of such models for specific tasks
and languages (in particular, Ukrainian) and their reliability
remain unresolved. The main reason is the lack of targeted
research. The paper does not provide data that would quan-
titatively assess the effectiveness of automated information
extraction from clinical texts or investigate the reliability of
the results obtained. The lack of such focused studies makes
it difficult to assess the effectiveness of large language mod-
els (LLMs) and their level of trust.

One way to eliminate the need for manual formalization
has been to use generative LLMs directly. For example, Auto-
Criteria [17] is a relatively new system that uses GPT-based
query modeling to obtain detailed elements of inclusion and
exclusion criteria. When evaluating 180 trial protocols for
9 diseases, an F1 score of ~89% was achieved for identify-
ing criteria elements and ~ 79% accuracy for extracting all
context attributes. This demonstrates the possibility of using
generative LLMs for similar purposes even without additional
training. However, some attributes still remained unallocated,
indicating the model’s limitations in understanding context.

LLMs are especially actively used in the task of finding
patients for trials, which is closely related to obtaining infor-

mation from criteria [18]. Work [19] demonstrated that GPT-4
can analyze the text of the inclusion criteria in detail and
compare it with the text description of the patient’s medical
diagnosis, additionally providing explanations at the level of
individual criteria. This is significantly different from con-
ventional systems, where they initially tried to transform the
criteria into formal rules or queries. LLMs practically remove
this limitation by transferring the work of interpreting the text
to a universal model. However, it is not entirely clear how to
ensure stable accuracy and trust in such results.

Based on the analysis of the literature, one can conclude
that the problem of quantitatively assessing the effectiveness
of using universal LLMs for processing clinical documen-
tation, in particular in the Ukrainian language, remains
unsolved. All this gives grounds to argue that it is advisable
to conduct a study that would allow a reasonable assessment
of the capabilities of LLMs for extracting key indicators from
clinical texts.

3. The aim and objectives of the study

The aim of our research is to devise an approach for
automated extraction of key structured data from text records
of clinical trials based on LLM. This will make it possible to
analyze and check data from official registries for errors, as
well as to form prerequisites for building "smart assistants” in
the field of clinical research.

To achieve this goal, the following tasks were set:

— to build datasets for experiments based on records from
the registries at the National Institutes of Health (NIH), USA
(ClinicalTrials.gov), and data from the State Expert Center
(SEC) at the Ministry of Health (MOH) of Ukraine (clinical-
trials.dec.gov.ua);

- to apply LLM to automatically extract such elements as
the eligible gender of participants and the phase of the clinical
trial and to quantify the results using classification metrics
(accuracy, recall, precision, and F1-measure);

- to apply LLM to automatically extract the research ther-
apeutic area and generate a confusion matrix for visualizing
the results;

- to check the input data for inaccuracies and errors.

4. The study materials and methods

4.1. The object and hypothesis of the study

The object of our study is unstructured text data on clin-
ical trials in Ukraine and the world, in particular obtained
from the registries of the US NIH and the SEC of the Ministry
of Health of Ukraine. Before the start of the study, the follow-
ing hypotheses were formulated:

- hypothesis 1. LLMs, even without specialized fine-tun-
ing and additional training, are capable of automatically
extracting clearly defined structured fields from unstructured
texts of clinical protocols with high accuracy;

- hypothesis 2. The accuracy of data extraction depends
on the context in which the relevant data is mentioned, which
may affect the quality of the results;

- hypothesis 3. Large language models are able to cor-
rectly determine the underlying disease or condition from the
name of a clinical trial, even in the absence of its explicit men-
tion, using general knowledge about the structure of clinical
documentation and the medical context.



The following assumptions were also adopted:

- structured fields in official registries are reference and
contain correct information about the phase, gender of par-
ticipants, criteria, etc.;

— the text part (titles, inclusion and exclusion criteria, etc.)
contains all the necessary data that can be logically linked to
structured fields;

- data from different registries have common unique identi-
fiers, which makes it possible to compare the extraction results.

To simplify assessing the quality of the results, experi-
ments were conducted on those fields that have structured
counterparts in the official registries, namely: eligible gender
of participants, study phase, and study therapeutic area.

4. 2. Data mining models and methods

This study used the principle of "zero-shot prompting”,
which is justified by the need to demonstrate the capabilities
of publicly available LLMs for clinical professionals without
complex settings. GPT-40-mini was chosen as the main model
since it is one of the most powerful available LLMs developed

by OpenAl. GPT-3.5 Turbo, one of the previous models, was
also used for comparison. GPT works under a "black box"
mode via API but makes it possible to customize the prompts.

The experiments were performed in several stages. The
first stage was research related to the extraction of informa-
tion about the eligible gender of patients based on the inclu-
sion criteria in the study in the Ukrainian language. Within
this stage, several experiments were conducted using different
models and queries to find out which one demonstrates the
best and most stable results. The experiments were conducted
on a sample of 1700 different clinical studies. Details of the
experimental parameters are described in Table 1.

One can see that experiments 1, 2, as well as 3, 4, are
identical. This was done deliberately in order to compare the
"robustness” of the model and the predictability of the results
at repeated use. Next, similar experiments were conducted re-
lated to the definition of eligible gender based on the inclusion
and exclusion criteria in the study, but in English, as well as
the definition of the phase and therapeutic area of the study.
A detailed description of the parameters is given in Table 2.

Detailed description of experimental parameters related to extracting the eligible gender of patients
based on inclusion and exclusion criteria in English, as well as the phase and therapeutic area of the study (in Ukrainian)

Table 1
Detailed description of experimental parameters related to obtaining the eligible gender of patients
based on study inclusion criteria
Experiment Number of
D Model Input language Prompt experiments
Get eligible sex (gender) from the following inclusion criteria of a clinical trial.
G3.5UA1.1 | GPT-3.5. Turbo Ukrainian The answer should be strictly one of the following: “kiHoua’, ‘dos0BiuQ’, ‘dosIOBIva, 1700
>kiHO4Q, ‘He BKa3aHO. Don’t provide any other comments. Here is the criteria:
Get eligible sex (gender) from the following inclusion criteria of a clinical trial.
G3.5UA1.2 | GPT-3.5. Turbo Ukrainian The answer should be strictly one of the following: “kiHoua’, ‘yos0BiuQ’, ‘dosI0BiYa, 1700
>kiHO4?, ‘He BKa3aHO. Don’t provide any other comments. Here is the criteria:
Get eligible sex (gender) from the following inclusion criteria of a clinical trial.
G40UAL.1 GPT-40-mini Ukrainian The answer should be strictly one of the following: “kiHoua’, ‘yos0BiuQ’, ‘dosI0BiYa, 1700
>kiHOu@', ‘He BKa3aHO. Don’t provide any other comments. Here is the criteria:
Get eligible sex (gender) from the following inclusion criteria of a clinical trial.
G40UA1.2 GPT-40-mini Ukrainian The answer should be strictly one of the following: “kinoua’, ‘yosoBiua’, ‘dosoBiva, 1700
skiHOYa, ‘He BKa3aHO. Don’t provide any other comments. Here is the criteria:
Get eligible sex (gender) from the following inclusion criteria of a clinical trial.
The answer should be strictly one of the following: “xiHo4a’, ‘“Yos0Biua’, ‘yos0y
G40UA2 GPT-40-mini Ukrainian Biua, )xiHOU?’, ‘He BKazaHO'. If the inclusion criteria doesn’t contain clear gender 1700
criteria, return ‘He BkazaHo’. Don’t guess. Don’t provide any other comments. Here
is the criteria:
Table 2

Experiment
ID

Model

Input language

Prompt

Number of
experiments

G40EN2

GPT-40-mini

English

Your task is to get eligible sex (gender) from the eligibility criteria of a clinical
trial that will be provided to you in a prompt. The answer should be strictly
one of the following: ‘MALE’, ‘FEMALE’, ‘ALL’, ‘Not mentioned’. If the eligi-
bility criteria doesn’t contain clear gender criteria, return ‘Not mentioned”. Don’t
guess. Don’t provide any other comments.

1017

Ph4oUA1

GPT-40-mini

Ukrainian

You will get full name of a clinical trial. Extract the phase of the study. Your
answer should be a single number (e.g., 1, 2, 3, or 4). If there is no explicit
mention of the phase or it is ambiguous, answer ‘N/A’.

927

Pr4oUA1

GPT-40-mini

Ukrainian

You will get full name of a clinical trial. Your goal is to understand the profile
of the study. Your answer should be one of the following: ‘Oxkoypostorist’,
‘Odransmororist, ‘TiHekosorist, JlepmMaToBeHepoJiorist, ‘OHKOreMaToJIoT ST,
“Ypororist, ‘Hedposorist, ‘Xipyprist, Jlepmarosorist’, ‘COVID-19/Indexuiiini
xBopo6w’, ‘[H(ekmiitHi xBopoow’, ‘Temarostorist’, ‘Kapaiosorist, ‘TactpoeHTe-
potorist’, ‘EnproxkpuHostorist, ‘TlynmemoHosorist, ‘Hespoutorist, ‘PeBMaTostorist,
‘TlcuxiaTpist, ‘Onkostorist”. If it is not clear or ambiguous, answer ‘N/A

1259




Importantly, no examples ("few-shot") were added to the
queries — the model performed the task under a "zero-shot”
mode, i.e., relying only on its general "understanding” of the
task. The "temperature” of the model was set to 0 to avoid
randomness and increase focus and predictability.

4. 3. Post-processing of results

After receiving the responses from the LLM, the results
require further post-processing to ensure their compatibility
with the reference structured data, correct interpretation and
unified presentation. The main tasks of this stage are nor-
malization of formats, reduction of synonyms, elimination
of redundant information, as well as preparation of data for
calculation of accuracy metrics.

In particular, the values of fields with a limited set (for
example, gender) were reduced to a standardized form. For
example, despite the fact that the model received clear in-
structions on the format of representation of the results ("fe-
male", "male”, "male, female"), the results could have minor
differences ("female”, "women", "female gender"). Therefore, it
was important to bring them to a single form before evaluat-
ing the results. For the phase of the study (e.g., "Phase 11", "2",
"II/II1"), rules were devised to convert to uniform values (1, 2,
3,4,N/A, 1/2, etc.).

These data were used to further calculate metrics and
construct confusion matrices.

4. 4. Evaluation methods

The results were evaluated using standard data mining
and classification metrics. Precision, Recall, Accuracy, and
F1-measure were calculated for each class. These metrics are
best suited for evaluating text mining tasks, as they provide
a comprehensive characteristic of the model quality. They
allow us to determine how well the system is able to cor-
rectly recognize the desired elements and avoid false positive
results. Due to this, such metrics have become a standard in
research related to classification and information mining. Let
us consider each of them in more detail.

Precision determines the proportion of correctly predicted
positive cases among all predicted positive results and is cal-
culated from formula (1)

TP
Precision = —, (1)
TP +FP

where:

— TP is the number of true positive predictions (for exam-
ple, in experiments related to the extraction of eligible gender,
the model returned the result ‘female’ and the reference value
was also ‘female’);

- FP is the number of false positive predictions (for ex-
ample, the model determined that the eligible gender of the
study is ‘female’, although the reference value is ‘male’ or
‘male, female’).

Using formula (2), recall is calculated — a metric that
shows the proportion of correctly found positive cases among
all expected positive cases

TP
Recall=———, @
TP+FN

where FN is the number of false negative cases (for example,
for studies where the reference value is "female”, the model
returned any other value, but not "female”).

Formula (3) demonstrates the calculation of the F1-mea-
sure — the harmonic mean between precision and recall

Precision -Recall

F1=2 3

Precision + Recall -

This metric is particularly useful because it considers both
precision and recall at the same time.

Accuracy is the total proportion of correct predictions
among all cases; it is given by formula (4)

TP+TN

M e “
TP+TN+FP+FN

Accuracy =

where TN is the number of true negative cases (for example,
for studies where the reference value is different from "female”,
the model also returned a result different from "female").

In addition, a confusion matrix was constructed for exper-
iments related to determining the study therapeutic area. This
allowed us to summarize typical errors and clearly visualize
the frequency of their occurrence.

5. Results of extracting key parameters
from clinical texts

5.1. Data sets formed based on records from open reg-
istries

For the experiments, a data set was formed based on re-
cords of clinical trials from two sources:

1. Database at the State Expert Center of the Ministry
of Health of Ukraine (clinicaltrials.dec.gov.ua). It contains
general information about almost all clinical trials that have
taken place, are taking place, or are planned in Ukraine.

2. Database at the US National Institutes of Health (Clin-
icalTrials.gov). It contains detailed information about almost
all clinical trials from around the world.

Both registries contain a similar structure of records: short
title of the study, description, inclusion and exclusion criteria,
trial phase, requirements for gender and age of participants,
status indicator, etc. At the same time, the mechanisms for ac-
cessing data, as well as their presentation, differ significantly.

The database at the State Expert Center (SEC) of the Min-
istry of Health of Ukraine does not have an open application
programming interface for convenient interaction. Therefore,
it was necessary to use Selenium WebDriver methods to read
information about each study separately. After that, for each
study, it was necessary to additionally obtain data from the US
National Institutes of Health database. This database has a con-
venient API that simplifies work with it. However, an obstacle
arose since clinical studies in the database at the State Expert
Center of the Ministry of Health of Ukraine and in the database
at the US National Institutes of Health had different identifiers.

To obtain data from the American database, it was nec-
essary to use the so-called NCT ID, which was absent in the
database at the State Expert Center of the Ministry of Health
of Ukraine. This task was solved by executing an HTTP query
in the following format "https://clinicaltrials.gov/api/int/
studies?id={other_id}" for each study. This query returned
basic information about the study, including the NCT ID.
Further, having this identifier, it was possible to use the API
to obtain all the necessary details about the study.

In total, 1,700 records of clinical trials of phases I-IV in var-
ious therapeutic areas that are ongoing, completed, or planned



in Ukraine were selected for the experiments. For each record,
the following data were obtained from both sources:

- structured data — that is, the values of the fields officially
provided in the registry: gender of participants (male, female,
or both), phase (I, II, III, IV), study therapeutic area, and
others. These data were used as the correct reference values
for evaluating the performance of the models;

- unstructured text data, namely the full title of the study
and the inclusion and exclusion criteria section. It is these
fields that contain the unstructured description from which
structured facts for comparison should be extracted.

The next step was to clean and transform the data to en-
sure that all information was represented in a unified form.
This included removing unnecessary spaces, eliminating other
markup elements, and general standardization of coding and
language. In particular, research phases are usually denoted
by Roman numerals, but for comparison it is more convenient
to use Arabic numerals. Some fields required translation from
Ukrainian to English, or vice versa, to ensure consistency.
Visually, the data processing pipeline is depicted in Fig. 1.

All collected and cleaned data sets are available and pub-
lished at [20].

State Expert Center of the Ministry
of Health of Ukraine database

o

HTTP

Retrieving data on clinical trials in
Ukraine using Selenium WebDriver

5. 2. Results of extracting information on the el-
igible gender of participants and the phase of the
clinical study

Detailed research results are available at [21]. Tables 3-6
give the summarized results related to the extraction of in-
formation on the eligible gender of patients based on the
inclusion criteria in the study. In particular, the values of pre-
cision, recall, accuracy, and F1-measure for each of the target
elements are given.

One can seen from the results given in Tables 3-5 that both
models (GPT-3.5 Turbo and GPT-40-mini) demonstrated quite
high performance in experiments related to the extraction of
eligible gender. However, the results of GPT-40-mini turned
out to be better and more stable. Given that this model is also
more modern and cheaper, it was used for further experiments.
Table 6 gives the summarized results of experiments related
to the extraction of information about the eligible gender of
patients based on the inclusion and exclusion criteria in the
study, this time in English.

Table 7 gives the summarized results of experiments re-
lated to extracting information about the study phase based on
the full name of the clinical trial in Ukrainian.

.

Conducting
experiments

Q

Parsing HTTP responses
to extract NCT ID

U.S. National Institutes of
Health database

5

Retrieving detailed trial information
through the corresponding API

—_—

S S

Database for experiments,
validation, and result storage

v’
Data cleaning and
transformation

Fig. 1. Data processing pipeline

Table 3
Results of experiments related to determining the eligible gender based on inclusion criteria (in Ukrainian),
where the reference gender is "male”
Experiment AP AN TP TN FP FN Accuracy Precision Recall F1 Score
G3.5UAl.1 49 1651 45 1644 7 4 0.99 0.87 0.92 0.89
G3.5UA1.2 49 1651 45 1646 5 4 0.99 0.90 0.92 0.91
G40UAl.1 49 1651 49 1647 4 0 1.00 0.92 1.00 0.96
G40UA1.2 49 1651 49 1647 4 0 1.00 0.92 1.00 0.96
G40UA2 49 1651 49 1648 3 0 1.00 0.94 1.00 0.97
Table 4
Results of experiments related to determining the eligible gender based on inclusion criteria (in Ukrainian),
where the reference gender is "female"
Experiment AP AN TP TN FP FN Accuracy Precision Recall F1 Score
G3.5UA1.1 94 1606 79 1516 90 15 0.94 0.47 0.84 0.60
G3.5UA1.2 94 1606 81 1510 96 13 0.94 0.46 0.86 0.60
G40UAL.1 94 1606 94 1572 34 0 0.98 0.73 1.00 0.85
G40UA1.2 94 1606 94 1572 34 0 0.98 0.73 1.00 0.85
G4o0UA2 94 1606 93 1534 72 1 0.96 0.56 0.99 0.72




Table 5

Results of experiments related to determining eligible gender based on inclusion criteria in the Ukrainian language,
where the reference gender is "male, female"

Experiment AP AN TP TN FP FN Accuracy Precision Recall F1 Score
G3.5UAl.1 1326 374 1250 170 204 76 0.84 0.86 0.94 0.90
G3.5UA1.2 1326 374 1248 175 199 78 0.84 0.86 0.94 0.90
G40UA1.1 1326 374 1323 350 24 3 0.98 0.98 1.00 0.99
G40UA1.2 1326 374 1321 349 25 5 0.98 0.98 1.00 0.99
G40UA2 1326 374 1252 372 2 74 0.96 1.00 0.94 0.97
Table 6
Results of experiments related to determining eligible gender based on inclusion and exclusion criteria in English
Gender AP AN TP N FP FN Accuracy Precision Recall F1 Score
Female 97 920 97 743 177 0 0.83 0.35 1.00 0.52
Male 61 956 60 950 6 1 0.99 0.91 0.98 0.94
Female, male 859 158 676 157 1 183 0.82 1.00 0.79 0.88
Table 7
Results of experiments related to phase determination based on the full title of the study in Ukrainian
Study phase AP AN TP N FP FN Accuracy Precision Recall F1 Score
Phase I 23 904 23 893 11 0 0.99 0.68 1.00 0.81
Phase II 271 656 263 630 26 8 0.96 0.91 0.97 0.94
Phase IIT 624 303 593 303 0 31 0.97 1.00 0.95 0.97
Phase IV 9 918 7 917 2 1.00 0.88 0.78 0.82

It is worth noting that in most experiments the lowest in-
dicators are observed for the metric reflecting precision.

5. 3. Results of extracting the research therapeu-
tic area

Table 8 visualizes the results of experiments on determin-
ing the research therapeutic area based on the full name. The
data are represented in the form of a confusion matrix.

In Table 8, the rows (marked with the letter "a") reflect

the actual class, and the columns (marked with the letter "p")

reflect the predicted class, i.e. the result of the model; the fol-
lowing diseases are marked with Latin letters: A - COVID-19,
B - Gastroenterology, C - Hematology, D - Gynecology,
E - Dermatovenereology, F — Dermatology, G — Endocrinol-
ogy, H - Infectious diseases, I - Cardiology, J — Neurology,
K - Nephrology, L — Oncohematology, M - Oncology, N - On-
courology, O - Ophthalmology, P - Psychiatry, Q - Pul-
monology, R - Rheumatology, S - Urology, T — Surgery.

Additionally, the results can be displayed in the form of
a diagram (Fig. 2).

Table 8

Confusion matrix, built on the basis of the results of experiments related to determining
the therapeutic area based on the full title of the study in Ukrainian

a Pla B C D E F G H I G K L M N 6} P Q R S T
A 32 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
B 0 91 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0
C 0 0 5 0 0 0 0 0 1 0 1 63 2 0 0 0 0 0 0 0
D 0 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
E 0 0 0 0 1 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0
F 0 0 0 0 2 28 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G 0 0 0 1 0 0 81 0 3 0 8 0 0 0 0 0 0 0 0 0
H 19 6 0 0 1 1 0 6 0 0 0 0 0 0 0 0 0 0 0 0

I 0 0 0 0 0 0 2 0 58 2 0 0 0 0 0 0 9 0 0 1
J 0 1 0 1 0 0 1 0 0 18 1 0 0 0 2 0 0 0 0 0
K 0 0 0 0 0 0 0 0 1 0 24 0 0 0 0 0 0 0 0 0
L 0 0 0 0 0 0 0 0 0 0 0 22 1 0 0 0 0 0 0 0
M 0 5 0 72 0 2 0 0 0 0 0 23 137 13 2 0 29 0 2 1
N 0 0 0 0 0 0 0 0 0 0 0 0 0 11 0 0 0 0 1 0
(6] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 13 0 0 0 0 0
P 0 0 0 0 0 0 0 0 0 12 0 0 0 0 0 128 0 0 0 0
Q 8 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 90 0 0 0
R 0 0 6 6 10 4 0 0 0 0 5 0 0 0 0 0 0 101 0 0
S 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 23 0
T 7 0 0 0 1 8 0 0 0 0 0 1 0 0 0 0 0 0 0 7
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Fig. 2. Distribution of clinical trial therapeutic area classifications

The diagram illustrates how often the model correctly
categorized the clinical trial therapeutic area (usually
a dominant solid color in each column) and what typical
errors occurred (admixtures of other colors). This makes it
possible to clearly see both the strengths of the approach
and the problem areas where the model tends to make
mistakes.

5. 4. Found errors in official registries

As a result of our experiments, it was found that the
reference data taken from the website of the SEC of the
Ministry of Health of Ukraine ¢ ontain certain inaccuracies
and errors, in particular regarding the eligible gender of
participants. Detailed examples of these inaccuracies can be
found in Table 9.

Even non-specialists in the medical field can notice the
obvious discrepancies.

Examples of errors found in the SEC data of the Ministry of Health of Ukraine

parameters from clinical texts and subsequent
quantitative assessment of quality. Unlike [11],
this became possible owing to the use of LLM
and the application of classification methods.

For experiments where the eligible gender is "male” and
"male, female" (Tables 3, 5), we observe high rates of accuracy
(from 0.82 to 0.99), recall (from 0.92 to 1), and Fl-measure
(from 0.88 to 0.99). In contrast, for studies with female
gender as a criterion, the results were noticeably lower. For
example, in Tables 4 and 6, we observe a large proportion
of false-positive results and a low precision value (from 35%
to 73%) specifically for female gender. This is due to the fact
that the inclusion criteria often include additional restrictions
for pregnant women (for example, "For women of childbear-
ing age, a negative pregnancy test result must be obtained
during screening"). The model often interpreted such texts not
as an additional restriction for a certain group of women, but
as the main criterion ("For women").

If we compare the results obtained on Ukrainian-lan-
guage texts with their English counterparts (Table 6), the
indicators on Ukrainian texts turned out to be even slightly
higher. This may seem unexpected
because LLMs usually work bet-
ter with English-language texts.

Table 9

Gender indi-

The explanation can be found in
the differences in the structure
and representation of inclusion

and exclusion criteria on the web-
sites of the SEC of the Ministry
of Health of Ukraine and the US

National Institutes of Health. In

cording to the protocol ...

CT code cated on the Inclusion criteria confirming the existence of an error
SEC website
GS-US-259-0110 male ... Men and women ?ged 1%% to 75...
.. For women of childbearing age...
CNTO328MMY2001 female ...men or women over 18 years of age for the screening period...
SB3-G31-BC-E male, female | Patients who completed treatment in study SB3-G31-BC ac-

particular, in Ukrainian sources
the model focused specifically on

LFB-FVIIa-007-14 | male, female

any degree of expression....

... Male gender, diagnosis of congenital hemophilia A or B of

inclusion criteria, while American
counterparts combine inclusion

and exclusion criteria into one

P05691 female

... Men and women who are not capable of having children
are allowed to participate in the study ...

NN7415-4159 male, female

Men diagnosed with hemophilia A without inhibitors...

Female patients at least 18 years of age Histologically or cy-

ODO-TE-B301 male, female tologically confirmed breast cancer ...
STMO1-102 male, female 1. Women over 1$ years of age Wlth brgast adenocarcinoma
based on histological or cytological findings...
251001 male, female In Ukralne,.vyomen are not participating in this study ...
... Hemophilia B
P06384 male, female | The patient can be a man or a woman who is incapable of

bearing children ...

set of participation requirements.
This combination could com-
plicate the interpretation of the
model since it perceived exclusion
as part of inclusion.

If we analyze the results re-
lated to the extraction of the study
phase (Table 7), here too we ob-
serve quite high rates. Only for the
first phase of studies, the Preci-
sion value is quite low (68%). The
main reason is that the model was



explicitly instructed to return only one of the four options (1, 2,
3, or 4), while for some studies combined phases were spec-
ified (1/2, 1b/2, Ib/11, etc.). In such cases, the model usually
returned the first phase, although the reference value could
be "phase II".

As for the classification of the study therapeutic area
(Table 8), we observe high rates in most cases. However,
for individual therapeutic areas, the results turned out to
be extremely low. For example, out of 16 studies that were
labeled as "Dermatovenereology” in our dataset (row E),
the model categorized 15 as "Dermatology” (column F).
This may indicate errors in the "reference” data rather than
poor model performance since these studies were related to
diseases such as atopic dermatitis, acne vulgaris, and psori-
asis. However, we leave the interpretation of these results to
medical professionals.

As a result of our experiments, a number of inconsis-
tencies were found in the official registries (Table 9). For
example, studies "CNTO328MMY2001" and "P05691" are
indicated as being for women only, although the inclusion
criteria clearly state that both men and women are allowed
to participate in these studies. Studies "LFB-FVIIa-007-14"
and "251001" are marked as being available for both men
and women. Although the criteria clearly state that these
studies are exclusively for men since these are trials related
to hemophilia, a disease that occurs only in men. Most
likely, the main cause of such errors is the human factor.

In general, the results provide a reasonable assessment
of the use of AI for extracting key parameters from clinical
documentation, in particular in Ukrainian. In contrast
to [17], the extraction of such fields as eligible gender,
phase and study therapeutic area was demonstrated, in
particular in Ukrainian-language texts. A quantitative
assessment was conducted and high indicators were ob-
tained. The model errors were of a template nature - for ex-
ample, erroneous interpretation of combined phases (I/11)
or incorrect interpretation of additional restrictions on
gender. The results of the experiments allow us to state that
artificial intelligence methods are able to effectively assist
in working with clinical documentation, in particular in
Ukrainian. This became possible due to the rapid evolution
of modern Al

It is expected that the application of the proposed
approach in practice could significantly reduce the time
required for manual verification of clinical documentation,
increase the reliability of information in registers, and re-
duce the number of errors associated with the human fac-
tor. Clinical trials typically last years, sometimes decades.
Automated analysis of unstructured text would help speed
up the preparation of studies, reconcile data between regis-
tries, and increase the transparency of clinical trials. Even
if this process can be reduced by a few weeks or months,
it could have an impact on human lives.

Several limitations are worth noting. First, the model
was evaluated on a limited set of relatively simple attri-
butes. This is because there were "reference” values for
them and it was possible to accurately calculate the result.
Fields such as results, drug dosage, side effects were not
considered - they can also be tried to be extracted from
the text of protocols or reports, but this is a topic for
a separate study. Second, the "zero-shot" approach relied on
the quality of the instructions, and it is possible that there
are better options for prompts. The "few-shot" option was
also not investigated: perhaps by providing the model with

2-3 parsing examples before the task, some of the errors
could be eliminated.

Among the disadvantages of the approach, one can sin-
gle out the instability of the output data because even with
the same input requests, LLMs are able to return different
answers. This creates uncertainty in the functioning of the
system and can become critical for tasks where full deter-
minism of the result is required. Ethical aspects should also
be taken into account. Models like GPT-4 can sometimes
look convincing but produce incorrect results (so-called
"hallucinations"). Even one error in a critical criterion can
have consequences. Therefore, today it is most appropriate
to use LLMs as effective assistants but not as a replacement
for specialists.

Future studies may tackle the following tasks:

- scaling the process of extracting key information, by
expanding the number of fields and involving a larger sample
of clinical trial records, as this would help expand the scope
of application;

- using additional methods for assessing the accuracy of
the results, for example, by artificially and controlled intro-
duction of errors into the input data, as this could help eval-
uate those experiments where there are no reference values
for comparison;

- modifying prompts, adding examples, and retraining
models to improve the accuracy of results;

- integrating LLM with the knowledge graph to clarify
ambiguous terms or verify extracted facts.

7. Conclusions

1. A unique database has been built that contains de-
tailed information on existing, completed, and planned
clinical trials in Ukraine, as well as similar data on studies
in the world. These data can be used for practical pur-
poses — for example, for the selection of patients for clinical
trials. They also form the basis for further analysis and
scientific research, in particular for additional training of
neural networks.

2. Experiments have been conducted that demonstrate
the high efficiency of modern artificial intelligence meth-
ods in data mining and analysis of documents related to
clinical trials. Large language models show high perfor-
mance (average values: F1-measure - 0.92; accuracy - 0.98;
recall - 0.99; precision - 0.87) when extracting clearly
defined fields from clinical text. In cases where the metrics
are lower (the lowest recorded values: F1-measure - 0.52;
accuracy - 0.82; recall - 0.78; precision - 0.35), errors are
predictable.

3. It has been confirmed that LLMs are able to process
medical texts in Ukrainian, in particular, to determine the
study therapeutic area based on the general title. This is im-
portant for application under local conditions where most of
the clinical documentation is kept in Ukrainian. Such capa-
bility of the models opens up opportunities for the scaled use
of artificial intelligence at Ukrainian medical and scientific
institutions.

4. As a result of the experiments, inaccuracies were
found in the official data. In particular, in some cases, the
eligible gender of the study participants differed from the
information specified in the inclusion criteria. Such errors
may have significant consequences not only for the clinical
trial process but also for further training of language models.
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