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This study investigates the process of designing 
multi-bit adders based on an improved element base of 
their components in binary codes of Rademacher theo-
retical-numerical basis. The task addressed relates to 
the fact that the known element base of modern sin-
gle-bit adders does not make it possible to achieve the 
minimax characteristics of sum formation and carry- 
save efficiency in their structures in 1 micro cycle. 

The improved element base of single-bit adders has 
been built on the basis of the "Exclusive AND" logic ele-
ment, which has low hardware complexity and high 
speed of output signal formation.

Improved architectural solutions for full and half 
single-bit binary adders with minimax characteris-
tics of hardware and time complexity in structures of 
multi-bit adders of various types have been applied. 
The system characteristics of microelectronic struc-
tures of multi-bit adders of various types based on full 
and half single-bit binary combinational adders with 
direct, inverse, and paraphase inputs and outputs have 
been investigated. 

As a result, it has been theoretically established and 
practically confirmed that multi-bit adders based on an 
improved element base have 2 times less hardware com-
plexity and 6 times higher speed.

The structure of a cascaded n-bit fast adder has 
been designed, which has a speed 1.8 times higher than 
that of the known implementation.

Using the VHDL hardware description language 
and Vivado CAD, a 64-bit cascade adder was modelled 
and synthesized on FPGA, which has twice the speed of 
the known adder. 

The designed multi-bit Rademacher basis adders 
are applicable to statistical, correlation, and entropy 
analysis tasks, video image processing, image recogni-
tion, as well as various artificial intelligence tasks
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1. Introduction

Representation of digital data in binary codes of the 
Rademacher number-theoretic basis is the fundamental basis 
for the formation, transformation, and digital processing of 
data in modern computer technology [1, 2].

The operation of adding and accumulating sums of binary 
codes is basic in the implementation of more complex func­
tional operations of squaring, multiplication, division, taking 
the square root, and others [3–6]. The operation of data sum­
mation is also widely used in solving problems of processing 
RGB pixels of color images [6] and entropy analysis [4, 6]. 
Adding codes and accumulating sums of binary codes are 
components of algorithms for statistical, correlation, spectral, 
and entropy analysis. It should be noted that the summation 
and accumulation of binary data provides their integration, 
which makes it possible to significantly reduce the volume of 
data, change their correlation and spectral characteristics [6].

In addition, the arithmetic operation of addition exists in 
almost all signal processing and computing algorithms. This 
operation and the components that implement it are a weight­
ing attribute that can significantly affect the performance, 
hardware and structural complexity of multi-bit binary adders 
and their components [3, 4].

Multi-bit binary adders are divided into the following 
classes: linear (cascade, chain) without structural branches; 
pyramidal adders; fast adders; and parallel prefix adders [3, 7].

Depending on the problem to be solved, there are three 
main types of half adders (HAs) and full binary adders (FAs) [6]:

– with single-phase direct input-outputs;
– with single-phase inverse input-outputs;
– with paraphase input-outputs.
Most often, single-phase binary half adders with direct in­

put-outputs are used in multi-bit binary adders. Adders of this 
class are used as the lower digits of multi-bit combinational 
adders of binary codes.
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Single-bit FAs and HAs are basic components in the con­
struction of arithmetic-logical units (ALUs) for universal and 
specialized processors in personal computers and microcontrol­
lers, as well as coprocessors and accelerators of computational 
operations [3, 5, 6, 8, 9]. Multi-bit fast adders are effectively used 
in processors for sorting digital data arrays of vector and scalar 
supercomputers, processors for digital processing of multi-bit 
codes during the implementation of data encryption algorithms, 
etc. The number of single-bit half and full binary adders in the 
structures of these devices can be 3–6 orders of magnitude.

Therefore, improving the architectural and structural 
solutions for the element base of addition devices will make 
it possible to increase the speed of performing the arithmetic 
operation of adding data represented by binary codes. Eval­
uating the system characteristics of the time and hardware 
complexity of single-bit and multi-bit adders will make it 
possible to optimize the structures of special processors that 
solve complex computational problems, as well as their micro­
electronic implementation on FPGA.

2. Literature review and problem statement

The classical structure of a half binary adder (HA) is 
described in [3]; it contains a 2-input logical element "AND" 
and a 2-input logical element "Exclusive OR". It should be 
noted that the internal structure of the logical element "Ex­
clusive OR" consists of four logical elements "2AND-NOT" 
and has a time complexity of 3 micro cycles. It is shown that 
the hardware complexity of such a classical binary half adder 
is 5 gates, and the time complexity of obtaining the output 
signal of the sum is 3 micro cycles, and the output signal of 
the carry is 1 micro cycle. The reported results of research 
into the system characteristics of such a classical half binary 
adder are redundant and do not make it possible to maximize 
the performance of multi-bit binary adders in modern ALU 
processors. The reason for this is that the formation of the 
sum bit occurs much slower than the formation of the output 
through-carry, which causes a significant delay in signals of 
this type of half binary adders. For example, when using such 
HA structures in pyramidal multi-bit adders (for n > 128), 
their hardware complexity increases by 2–3 orders of magni­
tude while the time complexity increases several times.

This approach is used in [4, 5], in which their authors pro­
posed an improved HA structure, which is built on the basis of 
logical elements "AND", "OR", "NOT". It is shown that the hard­
ware complexity of such an improved binary HA is lower com­
pared to the known one [3] and is 4 gates, while the time com­
plexity of obtaining the sum and output carry are the same as the 
characteristics of a classical half adder (HA). The results of the 
studies show that the system characteristics of HA are partially 
improved and require further improvement of the structure.

In work [6], a more advanced structure of HA is proposed, 
which is built on the basis of logical elements "AND", "OR", 
"AND-NOT", "NOT". It is shown that the hardware complexity 
of such an improved binary HA is 4 gates, and the time com­
plexity of obtaining the sum and the output carry is 2 micro 
cycles, which makes it possible to avoid unnecessary delays in 
multi-bit structures of adders.

In [8], the time complexity of HA at the output of the 
through-carry is 2 micro cycles, and at the output of the 
sum is 3 micro cycles, which respectively requires a delay of 
through-carries by 2n-micro cycles, when used in structures of 
n-bit multi-bit adders.

But the unsolved part of the problem in [6, 8] is the im­
possibility of forming the sum and through-carry signals with 
a delay of 1 micro cycle, which requires further improvement 
of this type of adders.

From the above results, it can be concluded that the funda­
mental disadvantage of half binary adders is the low speed and 
high hardware complexity of the known structures [3–6, 8]. 
That is, the time complexity of HA at the output of the 
through-carry is 1 or 2 micro cycles, and at the output of the 
sum is 2 or 3 micro cycles.

In work [9], the classical structure of a full binary adder 
is presented, which contains two 2-input logical elements 
"AND", a 2-input logical element "OR" and two 2-input logical 
elements "Exclusive OR". It is shown that the hardware com­
plexity of such a classical binary full adder is 11 gates, and the 
time complexity of obtaining the sum is 6 micro cycles, and 
the output carry is 2 or 5 micro cycles. The results of research 
on such a classical full binary adder have high hardware and 
time complexity, which significantly affects the performance 
of multi-bit binary adders in modern ALU processors. Anoth­
er disadvantage of such an adder is the ambiguity of the for­
mation of the through-carry and high structural complexity.

In [5, 7], an improved structure of a single-bit combina­
tional full adder based on logical elements "AND-NOT" and 
multi-input elements "OR-NOT" was proposed. It was shown 
that the hardware complexity of such a binary full adder is 
11 gates, and the time complexity of such an adder at the 
sum output is 5 micro cycles, and at the through-carry out­
put – 3 micro cycles. The obtained system characteristics of 
such a classical full binary adder have a large hardware and 
time complexity, which significantly affects the performance 
of multi-bit binary adders in modern ALU processors. An­
other disadvantage of such an adder is the ambiguity of the 
formation of the through-carry and the large structural com­
plexity. The presented structure of such an adder has limited 
functional capabilities for their implementation on crystals, 
which is due to the presence of multi-input logical elements 
"OR-NOT". Another disadvantage of such an FA structure 
is the presence of only direct inputs and outputs, as well as 
significant structural complexity.

At the same time, the problem of forming the sum signal 
and the through-carry signal in a full binary adder [7, 9] for 
the minimum possible number of micro cycles remains un­
solved. All this gives grounds to argue that the structures of 
HAs and FAs still require deeper improvement.

An option for overcoming such difficulties associated with 
high hardware complexity and low time complexity of form­
ing the sum and through-carry of HA and FA is to study their 
structural and technological capabilities [8].

In [10], a structure of the adder with an accelerated carry is 
proposed, which is built on the basis of m-bit adders and 2-in­
put multiplexers. The disadvantage of such an adder with an 
accelerated carry is low speed and high hardware complexity. 
The research results indicate that the low performance of such 
an adder with an accelerated carry is due to the delay of the 
through-carry in a single-bit full adder with direct inputs and 
outputs of the carry and the delay of signals in a multiplexer 
with a single-phase direct switching signal. The high hardware 
complexity of such an adder is due to the high hardware com­
plexity of (k – 1) pairs of m-bit adders and the presence of m-bit 
and 2-bit multiplexers in each (k – 1)-bit of the device.

Analysis of known structures of FAs and HAs gives 
grounds to assert that the task to design improved structures 
for such adders with minimax characteristics of hardware and 
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time complexity remains to be solved. It is the implementa­
tion of highly efficient hardware algorithms for data summa­
tion on a modern element base and the improvement of their 
structures that could make it possible to obtain high-perfor­
mance components of modern ALU processors, hardware 
accelerators, and coprocessors.

3. The aim and objectives of the study

The purpose of our research is to design multi-bit binary 
adders of various types on an improved element base with min­
imax characteristics of hardware and time complexity. This will 
make it possible to significantly reduce the cost of hardware 
implementation and speed of multi-bit components of vector 
and scalar processors in supercomputers, in particular arith­
metic and logical devices (ALUs), coprocessors, and hardware 
accelerators for performing operations on binary numbers.

To achieve the goal, it is necessary to solve the following 
tasks:

– to apply the proposed improved structures of full and half 
binary adders with minimax characteristics as part of multi-bit 
binary adders of various types and determine their system char­
acteristics in terms of time and hardware complexity;

– to design the structure of a cascade n-bit adder with the 
accelerated carry for data summation in the Rademacher num­
ber-theoretic basis and determine its system characteristics;

– to model and synthesize a multi-bit cascade-type adder on 
FPGA using Active-HDL and Vivado automated design systems.

4. The study materials and methods

The object of our study is the process of designing multi-bit 
adders based on the improved element base of their components 
in binary codes of the Rademacher number-theoretic basis.

The principal hypothesis assumes that the speed of multi-
bit adders could be increased by improving the element base 
of full and half binary adders at the level of logical carry. The 
main limitation of the known structures of HAs and FAs at 
the logical level is a significant delay in the formation of sum 
and through-carry signals. This drawback can be improved by 
using the proposed logic element "Exclusive AND" as a known 
"XOR" component [11]. In addition to increasing the speed of 
multi-bit adders, it is also expected to reduce their hardware 
complexity due to a smaller number of logical elements re­
quired for the implementation of HAs and FAs.

To design improved structures of single-bit adders and an 
adder circuit with an accelerated carry, circuit design meth­
ods were used [12]. When studying the system characteristics 
of half and complete single-bit binary adders, the theory of 
complexity [13] and methods of comparative analysis [14] 
were applied. Analytical methods were used to determine the 
hardware complexity (number of gates) and time complexity 
(number of micro cycles) of single-bit FAs and HAs, adder 
circuits with an accelerated carry, and various types of multi-
bit adders built on their basis [15]. 

To verify the correct functioning of the designed devices, 
a method of computer modeling (simulation) was used. The 
modeling of the designed multi-bit adder structures was 
performed in the Active-HDL integrated environment by the 
Aldec company (USA) at the functional level. As input data of 
multi-bit adders, integers with a fixed decimal point (n = 64) 
were used. To measure the actual indicators of system char­

acteristics (actual indicators of hardware complexity and type 
code) of multi-bit adders, the method of experimental synthe­
sis was used. The synthesis of multi-bit adders of various types 
was carried out on FPGAs from Xilinx (USA), Artix7 family, in 
the Vivado Design Suite environment.

5. Results of investigating multi-bit data summation 
devices in the Rademacher basis

5. 1. Applying the improved HA and FA structures in 
multi-bit adders of various types

The boundary estimate of the minimum time complexity, 
which ensures the maximum speed of single-bit adders, is the 
simultaneous formation of direct and inverse output signals 
( , , , )S S C Ci i out out  of the sum and carry with a minimum time 
delay of signals by 1 micro cycle. Such speed parameters 
determine the relevance of solving the scientific and applied 
problem for the synthesis and improvement of the structures 
of components of complex devices and special processors of 
computing equipment.

Fig. 1 shows the structure of an improved half binary ad­
der built on the logic element "Exclusive AND" [15].

The improvement of such a single-bit half adder was 
achieved by simplifying the structure and microelectronic 
implementation of the "Exclusive OR" logic element on the 
"AND-NOT" and "OR" logic elements, the outputs of which are 
combined and implement the "Exclusive AND" logic element. 
This allowed us to reduce the hardware complexity to three 
logic elements, i.e., by 2–3 times, and increase the speed of the 
sum signal operation and through-carry per 1 micro cycle, i.e., 
by 3 times compared to known implementations of HAs [3].

 
Fig. 1. Structure of the improved half binary adder 	

based on the "Exclusive AND" logic element

Such a structure of a half binary adder can be used as 
a component of multi-bit binary adders of the pyramidal type.

Fig. 2 shows the structure of an 8-bit pyramidal type adder.
The hardware complexity of this type of pyramidal multi-

bit adders is calculated from the following formula

A m m APA HA�
�

�
2

2
,	 (1)

where AHA is the hardware complexity of a half binary adder, 
m-bit input data.

For example, when m = 8 using classical HAs in the struc­

ture of a pyramidal 8-bit adder: A1

28 8
2

5 180�
�

� �  (gates).

When using improved HAs in the structure of a pyramidal 

8-bit adder: A2

28 8
2

3 108�
�

� �  (gates).

That is, the hardware complexity of an 8-bit pyramidal multi-
bit adder will be 1.7 times less with the use of improved HAs.
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The time complexity of this type of pyramid adder is cal­
culated from the following formula

t m tPA HA� � , 	 (2)

where tНА – time complexity of a half binary adder, m – input 
data bit size.

For example, at m = 8 with the use of classical HAs in 
the structure of a pyramidal 8-bit adder: t1 = 8 × 3 = 24 (mi­
cro cycles).

In the case of using an improved HA in the structure of a 
pyramidal 8-bit adder: t1 = 8 × 1 = 8 (micro cycles).

That is, the time complexity of an 8-bit pyramidal adder 
will be 3 times greater with the use of improved HAs.

Table 1 gives results for the hardware and time complexity 
of the pyramidal adder with different input data bit size.

The calculation of the hardware and time complexity of  
a pyramidal adder built on the known (classical) HA struc­
ture, which is reported in [6], was performed using formu­
lae (1) and (2).

Our results for the hardware and time complexity of a py­
ramidal adder show that the use of the improved HA gives 
significant advantages in terms of its speed.

Fig. 3 shows dependence plot of the hardware complexity 
of pyramidal adders on their bit size when using classical and 
improved HAs.

The plot shows the linear dependence of the number of 
gates in a pyramidal adder on the values of its bit size (from 
n = 8 to n = 256).

Fig. 4 shows dependence plot of the time complexity of 
pyramidal adders on their bit size when using classical and 
improved HAs.

The plot shows the linear dependence of the number of 
micro cycles of the pyramidal adder on the values of its bit 
size (from n = 8 to n = 128).

Table 1

Results of calculating the hardware and time complexity 	
of a pyramidal adder using classical and improved HAs

Bit capacity 
of the pyra­
mid adder

Hardware 
complexity 

(known 
HAs), 

number of 
gates

Hardware 
complexity 
(improved 

HAs), 
number of 

gates

Time 
complexity 

(known 
HAs), num­
ber of micro 

cycles

Time 
complexity 
(improved 

HAs), num­
ber of micro 

cycles
8 180 108 24 8

16 680 408 48 16
32 2640 1584 96 32
64 10400 6240 192 64

128 41280 24768 384 128
256 164480 98688 768 256
512 656640 393984 1536 512

1024 2624000 1574400 3072 1024
2048 10490880 6294528 6144 2048
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Fig. 3. Dependence plot of the hardware complexity of 
pyramidal multi-bit adders on their bit size when using 

different structures of half adders
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Fig. 2. Structure of an 8-bit pyramidal adder based on half adders
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Fig. 4. Dependence plot of the time complexity of pyramidal 
multi-bit adders on their bit size when using different 

structures of half adders

The resulting plots in Fig. 3, 4 are constructed on the basis 
of the calculated values of the hardware and time complexity, 
which are given in Table 1.

In work [16], the authors proposed an improved structure 
of a full binary adder, which contains 6 gates (Fig. 5).

in
C

out
C

iaib

iS  
Fig. 5. Structure of the improved full binary adder with 

inverted carry-through output

The full binary adder contains information inputs ai and bi; 
3 logical elements "AND-NOT"; logical element "AND"; 2 logi­
cal elements "OR"; input of the through-carry Cin; output of the 
sum Si and inverse output Cout  of the through-carry.

When applying to ai, bi and Cin inputs the following com­
binations of signals (000; 001; 010; 100) at the outputs of the 
logical elements "AND-NOT" and, accordingly, at the inverse 
output of the through-carry Cout  of the adder, a bit "0" is 

formed. In the case of applying to the ai, bi and Cin inputs the 
following combinations of signals (011; 101; 110; 111) at the 
outputs of the logical elements "AND-NOT" and, accordingly, 
at the inverse output of the through-carry Cout  of the adder, 
a bit "1" is formed. The received bit "0" or "1" from the output 
Cout  is fed to the first input of the second logical element 
"OR", the output of which forms the corresponding bit "1" or 
"0" depending on the presence of a bit "1" at the output of the 
logical element "AND", when all its inputs have signals "1". Bit 
"0" at the output of the sum Si is formed if all inputs of the first 
logical element "OR" have signals "0".

Such a structure of a full binary adder can be used as 
a component of multi-bit binary adders of the cascade type 
with output inverse carries.

Fig. 6 shows the structure of an 8-bit adder of the cascade 
type with output inverse carries.

The hardware complexity of a multi-bit cascade adder is 
calculated from the following formula

A n AKA FA� � ,	 (3)

where AFA is the hardware complexity of the full binary adder, 
n is the number of bits of input data.

For example, when n = 8 using classical FAs in the struc­
ture of an 8-bit cascade adder: A3 = 8 × 11 = 88 (gates).

When using an improved FA in the structure of an 8-bit 
cascade adder: A4 = 8 × 6 = 48 (gates).

That is, the hardware complexity of an 8-bit cascade adder 
will be 1.8 times less with the use of the improved FA.

The time complexity of a multi-bit cascade adder is calcu­
lated from the following formula

t n tKA FA� � , 	 (4)

where tFA is the time complexity of the full binary adder, n is 
the input data bit depth.

For example, when n = 8 using classical HAs in the struc­
ture of an 8-bit cascade adder: t3 = 8 × 6 = 48 (micro cycles).

In the case of using an improved FA in the structure of an 
8-bit cascade adder: t4 = 8 × 2 = 16 (micro cycles).

That is, the time complexity of an 8-bit cascade adder will 
be 3 times greater with the use of the improved FA.

Table 2 gives results for the hardware and time complexity 
of the cascade adder with different input data bit depth.

The calculation of the hardware and time complexity of the 
cascade adder built on the known (classical) FA structure, which 
is reported in [5], was performed using formulae (3) and (4).

Our results for the hardware and time complexity of the 
cascade adder show that the use of the improved FA gives 
significant advantages in terms of its speed.

Fig. 7 shows dependence plot of the hardware complexity 
of a cascade adder on its bit size when using classical and 
improved HAs.

FAFAFAFAFAFAFAFA
outC

0S1S2S3S4S5S6S7S

0a 0b1a 1b2a 2b3a 3b4a 4b5a 5b6a 6b7a 7b

inC

 
Fig. 6. Structure of an 8-bit cascade adder based on full adders
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Table 2

Results of calculating the hardware and time complexity 	
of a cascade adder using classical and improved FAs

Bit capacity 
of the cas­
cade adder

Hardware 
complexity 

(known 
FAs), 

number of 
gates

Hardware 
complexity 
(improved 

FAs), 
number of 

gates

Time 
complexity 

(known 
FAs), num­
ber of micro 

cycles

Time 
complexity 
(improved 
FAs), num­
ber of micro 

cycles
8 88 48 48 16

16 176 96 96 32
32 352 192 192 64
64 704 384 384 128

128 1408 768 768 256
256 2816 1536 1536 512
512 5632 3072 3072 1024

1024 11264 6144 6144 2048
2048 22528 12288 12288 4096
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Fig. 7. Dependence plot of the hardware complexity 	
of a cascade adder on its bit size when using different 

structures of full adders

The plot shows the linear dependence of the number of 
gates in a cascade adder on the values of its bit size (from 
n = 8 to n = 128).

Fig. 8 shows dependence plot of the time complexity of 
a cascade adder on its bit size when using classical and im­
proved FAs.

The plot shows the linear dependence of the number of 
micro cycles of a cascade adder on the values of its bit size 
(from n = 8 to n = 128).
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The resulting plots in Fig. 7 and Fig. 8 are constructed on 
the basis of the calculated values of the hardware and time 
complexity, which are given in Table 2.

Fig. 9 proposes the structure of FA with paraphase inputs 
( , , , ),a a b bi i i i  and an inverse input of the input carry ( ),Cin  
which forms the output signals of the sum ( )Si  and through 
carry ( )Cout  in 1 micro cycle [17].

Such an adder contains input paraphase information chan­
nels and inverse input of the through-carry ( , , , , );a a b b Ci i i i in  
two logical elements "Exclusive AND", 4 logical elements "OR"; 
inverse outputs of the sum ( )Si  and through-carry ( ).Cout

When applying to the inputs of the logical elements of the 
signals of the input paraphase channels and the input signal 
of the through-carry ( ),Cin  the inverse signals of the sum ( )S  
and through-carry ( )Cout  are formed at the outputs of the 
device in 1 micro cycle.

The use of such a structure of FA makes it possible to 
maximize the speed of multi-bit adders of various types and 
matrix multipliers of multi-bit binary codes.

Fig. 10 shows the structure of an 8-bit cascade-type adder 
with paraphase inputs and inverse outputs of the sum and 
through-carry.

For example, at n = 8 using classical HAs in the structure 
of an 8-bit cascade adder with paraphase inputs and inverse 
sum and through-carry outputs: t5 = 8 × 6 = 48 (micro cycles).

In the case of using an improved FA (Fig. 9) in the struc­
ture of an 8-bit cascade adder with paraphase inputs and 
inverse sum and through-carry outputs: t6 = 8 × 1 = 8 (micro 
cycles).
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Fig. 9. Structure of an 8-valve single-bit adder with minimax characteristics with direct, inverse, 	

and paraphase inputs and outputs
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That is, the time complexity of an 8-bit cascade adder with 
paraphase inputs and inverse sum and through-carry outputs 
will be 6 times greater with the use of such an improved FA.

Table 3 gives results for the time complexity of a cas­
cade adder with paraphase inputs and inverse sum and 
through-carry outputs for different input data bits.

The calculation of the hardware and time complexity of 
such a cascade adder built on the known structure of FA with 
paraphase inputs and inverted outputs, which is reported 
in [9], was performed using formula (4).

Table 3

Results of calculating the time complexity of a cascade adder 
with paraphase inputs and inverse sum and carry-through 

outputs using classical and improved FAs

Bit depth of the 
cascade adder

Time complexity 
(known FAs), number 

of micro cycles

Time complexity (ad­
vanced FAs), number 

of micro cycles
8 48 8

16 96 16
32 192 32
64 384 64

128 768 128
256 1536 256
512 3072 512

1024 6144 1024
2048 12288 2048

The results in Table 3 for calculating the time complexity 
values of such a cascade adder show that the use of an im­
proved FA gives significant advantages in terms of its speed.

Fig. 11 shows dependence plot of the time complexity of 
a cascade adder with paraphase inputs and inverted sum and 
through-carry outputs on its bit depth when using classical 
and improved FAs.
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Fig. 11. Time complexity plot of a cascade adder with 
paraphase inputs and inverted sum and carry-through outputs

According to the above data (Fig. 11), it was found that 
the time complexity of the cascade adder, which contains 
improved full adders, has a linear dependence, which signifi­
cantly affects the speed of the device.

5. 2. Design of the structure for a cascade n-bit fast 
adder and examination of its system characteristics

Fig. 12 proposes the structure of an improved cascade fast 
adder [18].

The fast adder includes: 1 – input 4n-bit bus; 2 – k = n / m, 
m-bit adders with paraphase information inputs and inverse in­
put/outputs of through-carry; 3 – output (n + 1) – bit bus (Fig. 12).

The fast-carry adder (FCA) operates according to the 
following method: the input paraphase n-bit binary codes 
( , ,..., , )a a a an n− −1 1 0 0  and ( , ,..., , )b b b bn n− −1 1 0 0  of the input 4n-bit 
bus 1 simultaneously arrive at the corresponding first infor­
mation inputs of all m-bit adders 2. The second through-carry 
input of the first m-bit adder is connected to a logical ‘1’, 
which for the accelerated-carry inverse logic module is the in­
verse input of the logical ‘0’. Fig. 13 shows the internal struc­
ture of a 4-bit adder with an accelerated-carry logic module.

Fig. 10. Structure of an 8-bit cascade adder with paraphase inputs and inverted sum and carry-through outputs

FA

0a 0b

0S

inC

0a 0b
1a 1b

1S

1a 1b
2a 2b

2S

2a 2b
3a 3b

3S

3a 3b
4a 4b

4S

4a 4b
5a 5b

5S

5a 5b
6a

6S

6a 6b
7a 7b

7S

7a 7b

outC

6b

 

...

n ma −n mb −

n ma −n mb −

12n− 02

1na −1nb −

1nb − 1na −

0a0b

0a0b

1ma −1mb −

1mb − 1ma −

0S1mS −nS n mS −1nS −

 
Fig. 12. Improved structure of a cascade n-bit fast adder
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The logic module of the accelerated through-carry in­
cludes: n – half single-bit adders with paraphase inputs and 
inverted outputs; m-half single-bit adders with inverted inputs 
and direct sum outputs and m-logical elements "OR". The 
outputs of the logical elements "OR" are connected to each 
other and to the output of the through-carry, and the inputs 
are respectively connected to the inverted outputs of the half 
adders with paraphase inputs.

As a result, with a signal delay of 2 micro cycles at the 
output of the first m-bit adder, the output inverted signal of 
the through-carry is formed. At the same time, the output 
code of the 4-bit sum with a signal delay of m-micro cycles is 
formed at the information outputs of the first m-bit adder. The 
signals of accelerated through-carries are formed at the out­
puts of each subsequent m-bit adder with a delay of 1 micro 
cycle. The delay of the output n-th bit of the k-th m-bit adder, 
which additionally contains an output inverter and converts 
the inverted signal into a direct one, is formed with a signal 
delay of 2 micro cycles.

The hardware complexity of the improved cascade fast 
adder is calculated from the following formula

A k m A ACA HA LE� � � �� �1 2, , 	 (5)

where k is the number of m-bit logic modules of ac­
celerated carry, AHA1 is the hardware complexity of the 
first half binary adder; AHA is the hardware complexity of 
the second half binary adder; m-bit of the logic module of 
accelerated carry.

For example, for n = 32 and m = 4, the hardware complex
ity of the improved fast adder will be: FCA = 8 × (8 × 3 + 4)3 = 
= 224 (gates).

When using the known accelerated carry scheme [7] in 
the structure of a 32-bit cascade adder based on full binary 
adders: ACA1 = 8 × 52 = 416 (gates).

That is, the hardware complexity of the proposed 32-bit 
cascade fast adder will be 1.9 times smaller compared to the 
known adder.

The time complexity of the improved cascade fast adder is 
calculated from the following formula

t k mCA � � , 	 (6)

where k is the number of m-bit logic modules of accelerated 
carry, m-bit size of the logic module of accelerated carry.

For example, for n = 32 and m = 4, the time complexity 
of the improved fast adder will be: tCA = 8 + 4 = 12 (micro 
cycles).

When using the known accelerated carry scheme [9] in 
the structure of a 32-bit cascade adder based on full binary 
adders: tCA1 = 8 + 14 = 22 (micro cycles).

That is, the time complexity of the proposed 32-bit cascade 
fast adder will be 1.8 times greater in comparison with the 
known adder of this type.

Table 4 gives results for the hardware and time complexity 
of a cascade fast adder for different input data bits.

The calculation of the hardware and time complexity of 
a cascade fast adder built on the known structure of FA with 
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Fig. 13. Structure of a 4-bit adder with an accelerated-carry logic module
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accelerated carry, which is reported in [10], was performed 
using formulae (5) and (6).

Table 4

Results of calculating the hardware and time complexity 	
of a cascade fast adder when using known and improved FCAs

Bit 
capac­
ity of a 
cascade 

fast 
adder

Hardware 
complexity 

(known FCA 
scheme), 

number of 
gates

Hardware 
complexity 
(improved 

FCA scheme), 
number of 

gates

Time 
complexity 

(known FCA 
scheme), 

number of 
micro cycles

Time com­
plexity (im­
proved FCA 

scheme), 
number of 

micro cycles

8 104 56 10 6

16 208 112 14 8

32 416 224 22 12

64 832 448 38 20

128 1664 896 70 36

256 3328 1792 134 68

512 6656 3584 262 132

1024 13312 7168 518 230

2048 26624 14336 1030 516

Our results for the hardware and time complexity of 
a cascade fast adder show that the use of the improved FCA 
scheme gives advantages in terms of its speed.

Fig. 14 shows dependence plot of the hardware complex­
ity of the improved cascade fast adder on its bit size when 
compared with a known adder of this type.
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Fig. 14. Dependence plot of the hardware complexity 	
of an improved cascade fast adder on its bit size when 

compared with a known adder

Fig. 15 shows dependence plot of the time complexity of 
an improved cascade fast adder on its bit size when compared 
with a known adder of this type.

The time complexity of the proposed fast adder has a par­
tially exponential dependence, which significantly increases 
the speed of such a device compared to the known one [10].

The resulting plots in Fig. 14, 15 are constructed on the ba­
sis of the calculated values of hardware and time complexity, 
which are given in Table 4.
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5. 3. Modeling and synthesis of a multi-bit cascade-type 
adder on programmable logic integrated circuits

The design and modeling of the operation of a multi-bit 
cascade adder was carried out using the VHDL hardware 
description language in the Active-HDL integrated environ­
ment [19].

Fig. 16 shows a diagram of the functional simulation of 
a 64-bit cascade adder built on the basis of improved full 
single-bit adders.

This diagram shows the supply of 64-bit input data (a and b)  
and the generation of the sum result at the 64-bit output S.

The synthesis of the designed VHDL model of the multi-
bit cascade adder was carried out on the Xilinx-AMD FPGA 
(Artix-7 family, xc7a50tcsg324-1 crystal).

Fig. 17 shows the implementation of a 64-bit cascade 
adder on the xc7a50tcsg324-1 crystal from the Artix-7 family.

During the implementation of the 64-bit cascade adder 
design on the FPGA element base, look-up tables (LUTs) 
were used, which are elements of the configurable logic 
block (SLICE) of the selected crystal.

Table 5 gives synthesis results for the implemented 64-bit 
pyramidal and cascade adders on the Xilinx FPGA from the 
Artix-7 family using classical full and half adders.

Table 6 gives results from the synthesis of implemented 
64-bit pyramidal and cascade adders on Xilinx FPGAs of the 
Artix-7 family using improved full and half adders.

According to the synthesis results (Tables 5, 6), the mini­
mum hardware costs in terms of quantity (LUT) are a multi-
bit cascade adder built on the basis of an improved full sin­
gle-bit adder with an inverse output of a through-carry. The 
best performance is achieved by a pyramidal adder based on 
HA and a cascade adder based on paraphase FAs.

Table 7 gives synthesis results for the implemented known 
and improved 64-bit fast adder on the Xilinx FPGA from the 
Artix-7 family.

Analysis of our results (Table 7) reveals that the improved 
fast adder during synthesis on FPGA (crystal xc7a50tcsg324-1) 
occupies 77 (LUTs) while the operating frequency of such 
an adder is 374 MHz. The obtained system characteristics 
improve the speed and hardware complexity of such an 
adder by approximately 2 times compared to the known 
implementation.

 
Fig. 16. Functional diagram of a 64-bit adder simulation based on advanced full adders
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Table 5

Results of synthesizing 64-bit pyramidal and cascade adders 
on FPGA using known full and half adders

No. Multi-bit adder type

Number 
of look-

up tables 
(LUTs)

Clock 
fre­

quency, 
(MHz)

1 Pyramidal adder based on HA 421 115
2 Cascade adder based on FA 194 62
3 Cascade adder based on paraphase FAs 241 57

Table 6

Results of synthesizing 64-bit pyramidal and cascade adders 
on FPGA using improved full and half adders

No. Multi-bit adder type

Number 
of look-

up tables 
(LUTs)

Clock 
fre­

quency, 
(MHz)

1 Pyramidal adder based on HA 245 334
2 Cascade adder based on FA 108 172
3 Cascade adder based on paraphase FAs 145 325

Table 7

Results of synthesizing a well-known and the improved 	
64-bit fast adder on FPGA

No. Fast-carry adder type

Number 
of look-

up tables 
(LUTs)

Clock 
fre­

quency, 
(MHz)

1 Well-known fast-carry adder 144 210
2 Improved fast-carry adder 77 374

6. Discussion of the results of investigating multi-bit 
binary adders of various types

The use of an improved half binary adder (Fig. 1) in the 
structure of a multi-bit binary adder of the pyramidal type 
allowed us to improve its system characteristics (Table 1). In 
particular, when calculating the hardware complexity of such 
a binary adder using formula (1), it was possible to reduce the 
hardware complexity by approximately 1.7 times compared to 

known implementations [3, 6]. Analysis of the dependence 
of the hardware complexity of the pyramidal adder on its 
bit depth (Fig. 3) reveals that with a bit depth of n = 512 and 
more, a significant saving of logical elements is observed, 
which is measured in hundreds of thousands.

When calculating the time complexity of such a binary 
adder using formula (2), it was possible to increase its speed 
by approximately 3 times compared to known implementa­
tions [3, 6]. Analysis of the dependence of the time complex­
ity of the pyramidal adder on its bit size (Fig. 4) reveals that 
with a bit size of n = 512 and more, the use of an improved 
element base provides an advantage in terms of the speed of 
such a device. In particular, the time spent on performing the 
addition operation is reduced by 1000 micro cycles compared 
to known implementations.

The obtained practical results regarding the synthesis of  
a multi-bit pyramidal adder with an improved element base 
on FPGA (Table 6) in comparison with known implementa­
tions on FPGA (Table 5) confirmed the results of our theoreti­
cal calculations. This is explained by the approximation of the 
internal structure of the FPGA to the structures of multi-bit 
adders at the level of register carry.

The use of an improved full binary adder (Fig. 5) in the 
structure of a multi-bit binary adder of the cascade type al­
lowed us to improve its system characteristics (Table 2). In 
particular, when calculating the hardware complexity of such 
a binary adder using formula (3), it was possible to reduce the 
hardware complexity by approximately 1.8 times compared 
with known implementations [5, 9]. Analysis of the depen­
dence of the hardware complexity of the cascade adder on 
its bit size (Fig. 7) reveals that with a bit size of n = 256 and 
more, a significant saving of logical elements is observed, 
which is measured in thousands of gates. When calculating 
the time complexity of such a binary adder using formula (4), 
it was possible to increase its speed by approximately 3 times 
compared to known implementations [5, 9]. Analysis of the 
dependence of the time complexity of the cascade adder on 
its bit size (Fig. 8) reveals that with a bit size of n = 256 and 
more, a significant advantage is observed in terms of the speed 
of such a device. In particular, multi-bit cascade adders on an 
improved element base have a speed that is 1000 micro cycles 
lower compared to known implementations [9].

In the case of using an improved full binary adder (Fig. 9) 
in the structure of a multi-bit cascade adder with paraphase 

 
Fig. 17. Internal part of the xc7a50tcsg324-1 crystal when implementing a 64-bit cascade adder
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inputs and inverse sum and carry-through outputs, it was pos­
sible to increase its speed by approximately 6 times compared 
to known implementations (Table 3).

Analysis of the dependence of the time complexity of 
such a cascade adder on its bit depth (Fig. 11) reveals that its 
speed as it increases has a linear dependence. In the case of 
using classical full single-bit adders in the structure of such 
an adder, their speed as it increases has an exponential de­
pendence [7].

Our practical results from the synthesis of a multi-bit cascade 
adder with improved full single-bit adders on FPGA (Table 6) in 
comparison with known implementations on FPGA (Table 5) 
confirmed the results of our theoretical calculations.

When calculating the hardware and time complexity of 
the proposed fast adder (Fig. 12) using formula (5) and for­
mula (6), it was possible to reduce its hardware complexity 
by 1.9 times, and its speed by 1.8 times compared to known 
implementations (Table 4). Analysis of the dependence  
of hardware and time complexity on the bit size of such ad­
ders (Fig. 14, 15) reveals that the system characteristics have 
an exponential dependence.

Our practical results from the synthesis of fast adders 
on FPGA (Table 7) have confirmed the results of theoretical 
calculations.

The limitations of these results are in the approximation 
at the gate level to the minimax system characteristics of hard­
ware and time complexity.

The disadvantages of our research include the fact that 
not all system characteristics of the structures were taken into 
account; in further research, we plan to advance the analysis 
and study of the structural and functional complexity of such 
multi-bit adders.

Future studies imply further microelectronic research into 
single-bit adder structures based on semiconductor technolo­
gies [7, 10], which make it possible to significantly enhance 
electrical characteristics.

7. Conclusions

1. The use of various types of improved structures of full 
and half binary adders built on the basis of the "Exclusive 
AND" logic element in multi-bit adders has been justified. This 
allowed us to significantly accelerate the formation of sum and 
through-carry signals in the minimum time, as well as reduce 
the number of gates in such adders. It was established that 
the speed of multi-bit adders using improved HAs and FAs in
creases by 6 times compared to the classical element base.

2. The structure of a cascade n-bit fast adder for data sum­
mation in the Rademacher number-theoretic basis has been  

designed and its system characteristics have been determined. 
It was established that the time complexity of the improved 
fast adder is 1.8 times higher compared to known implemen­
tations.

3. A 64-bit structure of a multi-bit adder of cascade type 
for summing Rademacher basis numbers has been designed 
by using the hardware description language VHDL; its mod­
eling and synthesis on FPGA were carried out. When synthe­
sizing multi-bit adders on FPGA, it was found that the use 
of improved FAs and HAs makes it possible to reduce the 
hardware complexity of such adders by approximately 2 times 
and increase their speed by 6 times compared to known im­
plementations. The use of improved components in the struc­
tures of multi-bit adders allows for their effective application 
as part of vector and scalar processors in supercomputers, in 
particular arithmetic and logical devices (FPGAs), coproces­
sors, as well as hardware accelerators for performing opera­
tions on binary numbers.
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