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This study focuses on the information processes
involved in the interaction between components of
WEB-oriented control systems based on the "Open User
Communication” (OUC) technology. The task addressed
related to the violation of data consistency across differ-
ent topology levels in process control systems during cyclic
server requests, the need for batch transmission of hetero-
geneous data types, the unification of equipment, and the
technical validation of solutions.

A system topology has been designed using a SCADA
(Supervisory Control and Data Acquisition) system, a serv-
er PLC (Programmable Logic Controller), and four termi-
nal PLCs with integrated OUC in the "TIA Portal” environ-
ment. This topology allows for data consistency between the
server and terminal PLCs by transmitting heterogeneous
data formats within a single frame using dynamic data-
slice selection.

Hardware tools and application software were devel-
oped in the Function Block Diagram (FBD) language
of the IEC 61131-3 standard to implement "Open User
Communication” with transmission capacities of up to
8192 bytes per frame.

To study information processes, a simulation model of
interaction between the server and terminal PLCs based
on OUC was built and tested using virtual PLC simulators
with dynamic data-slice adjustment. The transmission of
12 different data formats (a total of 332 bytes) was tested
using the "TSEND_C” and "TRCV_C" instructions under
a "monitoring-on” mode.

GRE tunneling protocol parameters were configured to
enable simultaneous data exchange between the server and
terminal PLCs via "Open User Communication”, alongside
PLC programming via "S7-Communication”.

Based on the proposed solutions, a WEB-oriented data
acquisition system for technological facilities of munici-
pal water-supply enterprises was developed and validated
under industrial conditions
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1. Introduction

Developing automated control systems for technological
objects (TO ACS) based on modern hardware and software
tools and information technologies implies comprehensive
solutions to the problems of design, modeling, implementa-
tion, testing, and support for such systems.

The Open User Communication (OUC) technology pro-
vides open, standardized, and unified access to information
resources and services of control systems based on WEB
technologies. This makes it possible to design TO ACS with
a diverse topology — from centralized to distributed, cloud and
hybrid [1].

The components of WEB-oriented TO ACS are standard
and intelligent sensors and actuators, PLC (Programable Log-
ic Controller), SCADA (Supervisory Control and Data Acqui-
sition), operator HMI (Human Machine Interface), industrial
communications (Industrial NET) and IT systems [2, 3].
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Organizing a reliable and effective communication en-
vironment when implementing TO ACS is an integral task,
especially when building territorially distributed control sys-
tems for technological facilities.

In addition, modern technological facilities and produc-
tion systems are characterized by increasing complexity,
a high degree of automation, and often special operating con-
ditions. This leads to the formation of increased requirements
for technological facility control systems, in particular in
terms of functionality, optimization of communication traffic,
and unification of hardware and software. In response to such
requirements, WEB-oriented maintenance control systems
are gaining significant popularity, which provide control and
management of technological processes based on a multi-level
network infrastructure with heterogeneous segments. How-
ever, existing approaches to building such systems are often
limited by the functionality of topologies and insufficient flex-
ibility in terms of coordination of hardware and software and




the communication environment. The direction of expanding
the functional capabilities of maintenance control system
topologies in order to increase their efficiency, productivity,
adaptability, consistency, and data security, which are key
factors in building modern maintenance control systems, is
particularly relevant.

In the context of ensuring the above requirements, the
integration of the Open User Communication technology in
the TO ACS topology for the implementation of standardized,
unified, and open mechanisms of interaction between TO
ACS components determines the relevance of research in
this area. At the same time, the use of OUC in topologies of
WEB-oriented TO ACS requires deeper theoretical and prac-
tical research to develop models, algorithms, and topologies
that allow for the most effective realization of OUC potential.

In addition, special attention and appropriate solutions
require approaches, methods, and means of building TO ACS
for critical infrastructure (electric power, oil and gas facilities,
water supply, etc.). In this regard, it is important that such
systems function under conditions of power supply inter-
ruptions, communication traffic restrictions, as well as are
unified and, accordingly, maintainable.

Thus, research aimed at expanding the functionality of
topologies of WEB-oriented TO ACS based on "Open User
Communication” is relevant and should improve the level of
efficiency of such systems as a whole.

2. Literature review and problem statement

Paper [4] reports the results of research related to a new
industrial direction - the combination of Industrial Internet of
Things (IIoT) technologies with artificial intelligence, which
gives rise to the concept of "Artificial Intelligence of Things"
(AIoT). A systematic review of the main reference architec-
tures intended for industrial AIoT applications was performed,
their key characteristics, goals, advantages were analyzed, and
examples of practical application were given. It was shown that
existing architectures are a necessary tool for standardizing
AlIoT solutions, but their implementation in industry is still
limited, and the need for further research for the practical
implementation of such architectures was emphasized. The re-
search methodology involves identifying several key factors for
developing AIoT applications for the industrial environment
(types, requirements, and needs of AIoT applications, goals of
"Industry 4.0"). The cited paper is a review; therefore, special at-
tention is required to the practical tasks of designing, modeling,
developing, and operating TO ACS. This gives grounds to argue
that it is advisable to conduct research related to the integration
of modern information technologies into the reference archi-
tecture of IIoT and AIoT at the level of topologies, algorithms,
models, and unified hardware and software.

Work [5] reports the results of research on increasing
the resistance of the Simatic S7-1500 PLC to cyberattacks
that can be applied by "offline injection” of malicious code,
without direct interaction with the PLC network interfaces. It
is indicated that the possibility of modifying the "TIA-Portal”
project in such a way that malicious changes remain unno-
ticed by the operator until the project is loaded into the PLC.
One of the main results of the work is the demonstration that
even modern PLCs, which include advanced authentication
and protection mechanisms, can be manipulated at the level
of the design environment and the internal structure of the
code. It is noted that the "offline injection” of malicious code

bypasses most network monitoring tools, since the cyberat-
tack is disguised as a regular engineering operation. For a real
cyberattack scenario, an approach was implemented on the
"Fischertechnik” training system based on the Simatic S7-1500
PLC using the latest version of the "S7CommPlus” protocol.
The work can be especially valuable for researchers of Indus-
trial Control Systems (ICS) components and emphasizes the
relevance of increasing the protection of project files, control
of the development environment and project procedures. De-
spite its relevance and volume, the cited work does not solve
the task of increasing the level of cybersecurity of industrial
communications based on the "Open User Communication”
technology. The ways to solve the relevant problems can be
the use of encrypting SSL certificates and the use of the "pro-
tocol tunneling” technology of communication by encapsulat-
ing them during data exchange between the components of
the TO ACS. This gives reason to argue that it is advisable to
conduct research related to the implementation of additional
effective methods and means of protecting industrial commu-
nications from unauthorized access.

In [6], a broad overview of Networked Control Systems
(NCSs) in which sensors, controllers, and actuators exchange
data via communication networks is given. The evolution
of NCSs is divided into three phases (before 2000, during
2001-2010, and since 2011). The paper considers the main
problems of the functioning of such systems - communi-
cation delay, packet loss, synchronization and security, and
also identifies promising directions for the development of
NCSs taking into account current trends in the field of IIoT.
The paper discusses some important practical applications
that have been implemented using NCSs and identifies the
main directions of future research on NCSs. However, from
the standpoint of industrial communications, the paper does
not solve the problem of organizing real network topologies,
including those based on deterministic data transmission
technology - Time-Sensitive Networking (TSN). The gen-
eralized reason for unsolved problems in the field of NCSs
may be the lack of complexity of the approach based on the
concept of "Control-Communication Co-design”, which is
a modern trend in the design and creation of maintenance
automation systems. The approach to the implementation of
"Control-Communication Co-design” may be the use of mod-
ern integrated environments for the design of maintenance
automation systems - from the organization of topologies,
communication environment, and hardware, to application
software and simulation modeling. This gives grounds to ar-
gue that it is advisable to conduct research related to the inte-
gration of industrial communications into network topologies
of maintenance automation systems and testing the operating
modes of maintenance automation systems based on simula-
tion modeling methods and tools.

In work [7], SCADA architectures are considered and
a comparative analysis of communication protocols and
modern methods and tools of cybersecurity is performed. It
is shown that modern SCADA has evolved from autonomous
systems to complex, integrated open systems based on the
latest information WEB-oriented technologies. The paper
highlights critical research problems that need to be solved to
improve the security of SCADA and industrial communica-
tions — a key component in the management of critical infra-
structure (electric power, oil and gas and chemical industries,
water supply facilities, etc.). The paper considers the basic
architecture of SCADA systems, including the HMI (Human
Machine Interface), MTU (Maximum Transmission Unit),



RTU (Remote Terminal Unit) levels and communication
channels. Considerable attention is paid to the classification
of cyberattacks, the description of historical incidents and
the analysis of weaknesses in the SCADA infrastructure. The
emphasis is on common causes of vulnerabilities — the use of
open network protocols, the lack of encryption, insufficient
access separation and the interaction between the OT (Oper-
ational Technology) and IT (Information Technology) envi-
ronments. At the same time, there are risks of unauthorized
access from the IT network to the OT level, vulnerability to
cyberattacks of industrial protocols, not all PLCs and SCADAs
have built-in authentication and encryption mechanisms. The
consequences of improper integration of TO ACS components
are disruption of control processes, accidents and production
shutdowns, violation of personnel safety, etc. The methods
for eliminating such critical consequences can be the use of
proven technologies and unified hardware and software tools
and communication protocols from global manufacturers
(Siemens, Honeywell, Emerson, ABB, Phoenix Contact, etc.).
At the same time, it is necessary to comprehensively solve in-
teraction problems from the sensor, actuator, RTU/PLC levels
to the communication environment, SCADA and IT levels.

In [8], a reference architecture of an engineering WEB
platform combining microservices (MS) and AutomationML
(Automation Markup Language) is proposed - an open data
exchange standard for describing, storing, and exchanging
engineering information in the ASC of M&E. It is shown that
such a modular structure increases flexibility, data reuse, and
integration between engineering environment tools. The work
is practically oriented and meets the modern requirements
of the "Industry 4.0" concept. In the context of such a WEB
platform, data interoperability between different modules
(configurators, simulation of control processes, planning, data
exchange, etc.) is necessary. AML provides universality of the
data exchange format, which allows individual providers and
developers to provide their services independently, and the
WEB platform coordinates them. This approach (WEB plat-
form + AML) makes the solution more accessible to small and
medium-sized enterprises, which often do not have the oppor-
tunity for complex and costly individual design. It is shown
that the approach using MS and AML allows for flexible com-
bination of modules from different manufacturers, which is
advantageous in modular and customized design. At the same
time, the study is limited mainly to a conceptual assessment
without taking into account the heterogeneous data struc-
ture, some specific parameters of devices or processes may
not have a standard description in AML. In addition, AML
is not always integrated with streaming data and its dynamic
sampling in the process of interaction between components of
TO ACS. One of the directions for solving the above problems
may be the use of the Open User Communication technol-
ogy, which is optimized for cyclic and acyclic exchange of
heterogeneous data (both for standard and specific formats).

In [9], the Open Platform Communications Unified Ar-
chitecture (OPC UA) communication protocol is consid-
ered, which is a standard for industrial communication that
provides interaction between equipment components from
different manufacturers. OPC UA is designed for real-time
data exchange and includes security functions (authorization
and encryption). This standard is a key element for modern
industrial automation systems based on "Industry 4.0", which,
among other things, provides tools for semantic and simu-
lation modeling. However, building OPC UA information
models is a relatively labor-intensive task that requires a deep

understanding of both the OPC UA metamodel and the appli-
cation area. Therefore, methods and tools for automatically
generating OPC UA information models (from relational da-
tabases, tools or programming languages, by integrating mul-
tiple models into a single system-level information model) are
relevant. The work is relevant but limited only to structural
and functional design without examples of practical solu-
tions to the problems of building TO ACS based on industrial
communications. Thus, research is advisable in the area of
practical application of the "Open User Communication” tech-
nology, which has advantages over OPC UA for data exchange
tasks between PLCs in topologies of WEB-oriented systems.
These advantages include the built-in functionality of "Open
User Communication” at the level of design tools, in partic-
ular based on the TIA Portal platform (Siemens, Germany).

In [10], approaches to building real-time systems for IoT
data analytics deployed on Edge Computing are investigated.
This is an approach in which data processing is not per-
formed in a remote cloud, but as close as possible to the data
source - on local RTU/PLC, gateways or routers. Two modern
architectural models are studied — microservices and server-
less-functions — by comparing their life cycle, performance
and resource efficiency in streaming IoT data processing
scenarios. The essence of the applied approach is to process
data locally on terminal devices with minimal delays without
transferring all traffic to the cloud. At the same time, Edge
platforms make it possible to reduce traffic delay and unload
the network, but impose restrictions on computing resources,
which makes the issue of optimality of architectural solutions
key. Parameters such as traffic delay, stability under over-
loaded traffic, scalability, computing resources are analyzed.
It is shown that the microservices architecture demonstrates
better performance and lower overhead, especially at high
event rates, while serverless-functions is more convenient
for distributed IoT scaling. It is emphasized that there is no
universal architecture — microservices are suitable for stable
real-time loads, while serverless-functions are more effective
for irregular or variable data flows. A list of unresolved prob-
lems is identified, including life cycle optimization, standard-
ization of resource management mechanisms, and increased
predictability of communication delays for Edge Computing.
However, the practical value of the conclusions may be partial-
ly limited due to the laboratory conditions of the experiments
and dependence on specific technological parameters. Thus,
the generalization of the research results depends on the con-
ditions of the experiments — the availability of real hardware,
the ability to manage the communication load, testing on het-
erogeneous Edge Computing topologies. For optimization and
effective application of Edge Computing, resource allocation,
local caching and data filtering, automatic scaling, prediction
models, Edge-Cloud balancing can be applied.

In [11], an Edge-oriented architecture for analyzing com-
munication traffic and detecting intrusions in Industrial IoT
in combination with clustering and ML models is proposed.
The results show high accuracy (especially Random Forest)
and lower latency due to processing at the Edge Computing
level. Methods for increasing the level of IToT security are pre-
sented by transferring the filtering, classification and response
processes closer to the data sources, which makes it possible to
reduce latency, reduce the load on the network, and increase
the autonomy of the systems. A multi-tier architecture is pro-
posed, which includes modules for local IoT traffic collection,
pre-processing on Edge nodes, machine learning for anomaly
detection and centralized analysis in the cloud. The paper



contains an experimental performance evaluation of the pro-
posed IDS (Intrusion Detection System), which optimizes re-
sponse time and computing resources compared to traditional
"cloud” methods. Particular attention is paid to the fact that the
Edge architecture provides faster detection of cyberattacks criti-
cal for Cyber-Physical Systems (CPS) (e.g., DoS, modification of
control commands or unauthorized access to devices).

Despite its significant practical value, the paper has
anumber of methodological limitations. The proposed system
is tested on a limited data set and mainly on simulated or lab-
oratory test benches, which complicates the evaluation in real
industrial environments with high noise and traffic variability.
Despite the above limitations, the paper makes a valuable con-
tribution to the study of CPS and IIoT security, demonstrating
the advantages of the "Edge Computing” approach to network
traffic analytics. The architecture proposed in [11] can be
potentially suitable for real-world applications, provided that
the issues of scalability, model security, and compliance with
standards are addressed. The work forms the basis for further
research on the integration of Edge Computing and IDS in
real-time industrial systems.

In [12], a study of the integration of Cloud Manufacturing
and Cyber-Physical Systems via OPC UA in the context of
"Industry 4.0" is reported. A methodology for combining CPS
and Cloud Manufacturing is proposed to increase the flexibility
and efficiency of production processes. The use of the OPC
UA standard as a data exchange protocol ensures the integra-
tion of different types of systems. Emphasis is on automation,
real-time monitoring, and adaptive production control. Exper-
imental and simulation results are described that confirm the
feasibility of the applied approach. It is shown how a standard-
ized data exchange platform can provide flexibility, scalability,
and transparent communication in distributed production
environments. At the same time, OPC UA is considered a key
technology due to its support for information models, secure
data exchange, compatibility between equipment from differ-
ent manufacturers, and the ability to integrate different archi-
tecture models into a single information structure. The work
systematizes the current state of technology, demonstrates the
role of OPC UA as a universal data exchange platform, and
provides a structured architectural model for combining CPS
and Cloud production. However, work [12] does not solve the
problem of technical validation of the proposed solutions, and
the experimental part is limited to demonstration examples
and does not cover real production processes and problems of
scaling Cloud services. Ways to solve the problem of technical
validation can be further research in the direction of improving
architectural models, algorithms and hardware and software
tools, which involve the construction and testing of simula-
tion models in tool environments for developing real systems.
Simulation models built in actual systems development envi-
ronments provide the possibility of direct transfer of configura-
tions, parameters, algorithms, and application programs, which
brings them as close as possible to the designed TO ACS and
ensures technical validation.

The results of [4-12] allow us to conclude that at the
current stage of development of technologies for building TO
ACS, in addition to "reference” topologies, various non-stan-
dard topologies and complex multi-level communication
environments are effectively used. Analysis of modern scien-
tific research in the field of industrial automation, IIoT, AIoT,
Networked Control Systems, SCADA and Cyber-Physical
Systems revealed that the main trend in the development of
TO ACS is the transition to open distributed WEB-oriented

architectures. At the same time, existing approaches, archi-
tectures, and standards need to be adapted to the growing
requirements for such systems at the level of functionality
of topologies and communication environment, provision of
"Digital Twins" for modeling and unification of hardware and
software. To do this, it is necessary to comprehensively solve
the problem of expanding the functionality of TO ACS topol-
ogies simultaneously with the study of information processes
and communication environment in TO ACS.

From our review of the literature [4, 7, 8], it can be con-
cluded that the goal is to expand the functionality of the con-
sidered TO ACS architectures in the direction of ensuring data
consistency and implementing methods of priority (by events)
data transmission. In [5], most attention is paid to cyber
protection of TO ACS at the local level, without interaction
with PLC network interfaces, which requires additional cyber
protection measures at the level of the global communication
environment. In [10,11], a solution for an Edge-oriented
TO ACS architecture operating in real time with partial data
processing at the level of terminal PLCs is considered. But for
potential real-time application and scaling, such an approach
requires preliminary testing at the level of simulation models
that provide real-time mode. OPC UA technology consid-
ered in [9, 12] solves the problem of coordination between
hardware and software from different manufacturers but is a
separate software product and requires additional resources
for integration and administration. As a result of our analysis
of [4, 6, 7, 12], it seems appropriate to single out the problem
of technical validation of the proposed solutions for informa-
tion systems and network topologies, which requires further
research and solution.

The individual aspects of the construction of TO ACS iden-
tified as a result of our review identify the following problem:

- with cyclic requests from SCADA, technological parame-
ters from the terminal level are sent separately in time and from
different objects, which violates data consistency at different
levels of the topology (there are interconnected parameters for
which simultaneous analysis and processing are critical);

- in the maintenance control system, it is necessary to im-
plement effective methods for organizing packet transmission
of heterogeneous data types in real time;

—in case of data loss at the communication level in the
maintenance control system, it is necessary to restore them us-
ing timestamps for current indication and in SCADA archives;

- when designing, implementing, and operating the main-
tenance control system, modeling procedures and technical
validation of decisions made on the basis of unified hardware
and software tools are necessary.

Thus, expanding the functionality of WEB-oriented TO
ACS topologies based on the "Open User Communication”
technology complements and adapts the existing methodolo-
gy for building TO ACS, especially for territorially distributed
technological objects with limited communication traffic.

3. The aim and objectives of the study

The purpose of our research is to expand the functionality
of topologies of WEB-oriented control systems for technolog-
ical objects based on "Open User Communication”. This will
make it possible to ensure data consistency at different levels
of TO ACS topologies, packet transmission of heterogeneous
data types, optimize traffic between SCADA and terminal
PLCs, as well as restore data lost at the communication level.



To achieve the goal, the following tasks have been formu-
lated:

- to design a topology of WEB-oriented automated control
systems based on "Open User Communication”;

- to develop a data acquisition system based on PLC Si-
matic S7 with "Open User Communication”;

- to build a simulation model and test data exchange algo-
rithms based on "Open User Communication”;

- to test solutions under industrial conditions for WEB-ori-
ented data acquisition systems from technological objects.

4. The study materials and methods

The object of our study is the information processes of
interaction between components of WEB-oriented automated
control systems based on "Open User Communication”.

The hypothesis of the study is as follows. It is proposed
to apply a topology with server and terminal PLCs with inte-
grated "Open User Communication” technology in WEB-ori-
ented ASCs of maintenance and repair based on SCADA and
PLC and to implement the transmission of heterogeneous
data formats in one frame. This approach will ensure the
consistency of heterogeneous data types at the corresponding
levels of the TO ACS topology of maintenance and repair,
optimize communication traffic and provide the possibility of
recovering lost data at the communication level. Additionally,
this will make it possible to effectively combine the exchange
of technological data and programming of terminal PLCs of
territorially distributed technological objects in a single net-
work infrastructure.

The following assumptions are adopted: the information
processes of interaction between the virtual components of
the simulation model "Open User Communication” may have
some limitations compared to the real ones (the number of
simultaneously used PLC simulators is limited by computing
resources).

The following simplifications are accepted in the work:
the constructed simulation model "Open User Communica-
tion" is single-channel with unidirectional traffic, which, if
necessary, can be scaled to an allowable number of channels
with bidirectional traffic.

The complex solution to the formulated tasks involves
the use of a set of methods for designing topologies, con-
structing simulation models, configuring and parameterizing
hardware, developing algorithms and application software for
TO ACS [13, 14].

To implement the tasks of integrating "Open User Com-
munication” in the topology of WEB-oriented automated
control systems, the following hardware and software tools
were used:

- Server work station (PC-System_1 "SIMATIC PC Station");

- PLC_5 (Programmable Logic Controller Simatic S7-
1212C) [15];

- Switch_1 "SCALANCE X208" [16];

- PLC_PLC_4 (Programmable Logic Controller Simat-
ic S7-1214C);

- CP_1-CP_5 (Communication Processor CP 1243-7 LTE) [17];

- Communication Network (PROFINET/Industrial Eth-
ernet) [18];

- MS OS Windows Windows 11 IoT Enterprise LTSC 24H2
(build 26100.6584);

- Software tool platform TIA Portal V20 [19];

- Virtual Simulator (PLCSIM V20) [20].

The TIA Portal V20 software tool platform provides the
following functionality:

- management of projects under development;

- configuration of project hardware;

- parameterization of project hardware;

- parameterization of the project communication envi-
ronment;

— development of PLC-based TO ACS application software;

- integration of SCADA into technological object manage-
ment systems;

- simulation of PLC and SCADA operation for tasks of
simulation modeling and testing of TO ACS components.

5. Integration of "Open User Communication” in the
topology of WEB-oriented automated control systems

5.1. Development of the topology of WEB-oriented
automated control systems based on "Open User Com-
munication”

The paper proposes a distributed client-server topology
of a WEB-oriented automated control system of the middle
level based on the concept of "Open User Communication”
(Siemens, Germany) [21]. A feature of the developed topology
is the use of SCADA at the server level with a server PLC
(hardware or software) with support for "Open User Com-
munication”. In addition, the topology provides for terminal
PLCs with support for "Open User Communication” directly
on technological control objects. Examples of such techno-
logical objects are, first of all, objects of critical infrastructure
(energy supply, water supply, etc.) with a distributed archi-
tecture. For such objects, additional requirements are formed
regarding the uninterrupted operation, protection functions
of technological equipment, unification and maintainability,
maximum automation of control and management processes,
optimization of communication traffic and data processing at
the terminal level.

The proposed topology is based on a comprehensive
analysis [4-12], a formulated scientific and technical problem
that needs to be solved, and unified hardware and software
tools optimized for the implementation of the specified re-
search tasks. Thus, it is the inclusion of the server PLC in
the topology and the integration of the Open User Commu-
nication technology that allow a qualitative expansion of the
functionality of the TO ACS topologies. Such an expansion of
functionality includes:

- the developer can define the structure of data types and
formats (for the Simatic S7-1200 PLC, 66 standard and specific
data types are available) for exchange between components
of the ACS based on the Open User Communication proto-
cols (Fig. 1);

- proprietary "S7-Communication”, which provides the
possibility of remote programming of terminal PLCs via glob-
al networks in parallel with the Open User Communication
traffic by "tunneling” communication protocols;

- the possibility of using cyclic and acyclic (by events)
packet data transmission with dynamic sampling of the vol-
ume of data being transmitted;

- the possibility of additional processing on the server
PLC of data coming from distributed terminal PLCs for their
analysis and coordination with SCADA;

- the possibility of optimizing the load on the communi-
cation network and PLC due to a smaller number of trans-
actions, compared to cyclic (polling) requests from SCADA;



- unification of design procedures and hardware and soft-
ware tools (all design stages, including simulation modeling
and design of the TO ACS dispatcher interface) are performed
in a single tool environment with cross-references.
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Fig. 1. Standard and specific data types supported
by Simatic S7-1200 Programmable Logic Controllers, which
can be transferred via "Open User Communication”

Fig. 2 shows the developed topology of a WEB-oriented
automated control system based on SCADA, server and ter-
minal PLCs with support for "Open User Communication”.

The topology for a server workstation and 4 terminal PLCs
includes:

- PC-System_1 "SIMATIC PC Station" (server workstation
with SCADA WinCC RT Prof and communication processor
CP/IE on the PN/IE_5 network);

- PLC_5 "CPU 1212C" (server PLC with LTE router and
"Open User Communication” functionality on the PN/IE_5
network);

- Switch_1 "SCALANCE X208" (IE switch on the PN/IE_5
network);

- PLC_1-PLC_4 "CPU 1214C" (terminal PLCs with LTE
router and "Open User Communication” functionality on the
PN/IE_1-PN/IE_4 networks.

The interaction between the server and terminal levels
can be based on wired, optical, or mobile radio networks
with the functionality of "Open User Communication".
The developed topology provides all the advantages of the
"Open User Communication” concept and can be scaled
up to 8 terminal PLC S7-1200 with support for 8 signal
modules each (in configuration with an intermediate PLC
of the S7-1200 type). In configuration with an intermedi-
ate PLC of the S7-1500 type — from 78 to 310 "Open User
Communication” connections (depending on the type of
PLC S7-1500) [22].

5.2.Design of a data acquisition system based on
PLC Simatic S7 with "Open User Communication”

5.2.1. Configuration and parameterization of sys-
tem hardware

The design of the system involves the following stages:

- initiating a project in the "TIA Portal" environment;

- configuration and parameterization of system hardware;

— development and debugging of the system communica-
tion environment;

- development of system application software at the PLC
level;

- testing of interaction processes between server and ter-
minal PLCs based on the developed simulation model "Open
User Communication”;

— development of a system of tags and technological mne-
monics for SCADA at the server level,;

- parameterization of industrial routers with support for
"tunnel” protocols;

- testing of solutions under industrial conditions for
WEB-oriented data acquisition systems from technological
objects.

Fig. 3 shows the hardware configuration of the system
at the server level with SCADA (WinCC RT Prof) and server
PLC (PLC_1 CPU 1212C). In this case, the server robot station
is transformed into an object "NMJ-PC [Simatic PC station]".
The hardware configuration is a representation of the system
components in the "TIA Portal” design environment, from
which all configuration data and application programs are
directly downloaded to real hardware PLCs and SCADA
working files.

For interaction between SCADA and server PLC, a tag sys-
tem has been devised (Project tree - SERVER OUC_171225 —
— NMJ-PC [Simatic PC station] — HMI_RT_1_[WinCC RT
Professional] — HMI tags), through which objects of tech-
nological mnemonics read data from the server PLC (Fig. 2).

DESKTOP-50KS... WincC PLC_5 B Switch_1
SIMATIC PC Stat... RT Prof CPU 1212C SCALANCE X208
IE general_1
PNIE_S |

«Open User Communication»

PLC_1 PLC 2
CPU 1214C CPU 1214C
|
|

PN/IE_1 }

PLC 3
CPU 1214C

|| PLC 4
= CPU 1214C
|

[PH/iE_3 | [PriE_a ]

Fig. 2. Topology of a WEB-oriented automated control system based on Supervisory Control and Data Acquisition,
server and 4 terminal Programmable Logic Controllers with support for "Open User Communication”
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Fig. 3. Configuration of the system hardware at the server level with Supervisory Control
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Fig. 4 shows the procedure for parameterizing TCP/IP
communication between SCADA and server PLC (Pro-
ject tree > SERVER OUC_171225 — NMIJ-PC [Simatic PC
station] -» HMI_RT_1_[WinCC RT Professional] — Con-
nections). In the section "Connections to S7 PLCs in De-
vices & Networks — "HMI_Connection_1" was created for data
communication with a separate terminal "PLC_1 CPU 1212C
AC/DC/Rly, PROFINET interface (R0/S1)" via the Communi-
cation driver "SIMATIC S7 1200". Thus, for each technological
object, a "Connection” is created with separate parameters and
PLC types (or via OPC UA), which solves the problem of unifi-
cation and coordination of hardware parameters from different
manufacturers.

The application software of the server PLC_1 includes
the "Organization Block [OB1]", which cyclically executes
the program instructions entered in it (including calling and
executing FC functions as subroutines). Fig. 5 shows the func-
tion "FC_RECV_TLUMACH_1 [FC1]", which implements the

ens - Y-\Project WETC_all_22_03_2025\rom

insert  Online  Options  Tools

Mindow Help

reception of a data frame from a technological object based on
the "Open User Communication” technology. The data is re-
ceived simultaneously by the array "P#DB1.DBX0.0 REAL 31"
in the floating-point format "REAL" (mode — Monitoring-on).

Fig. 6 shows the hardware configuration of the terminal
PLC "PLC_1 CPU 1212C AC/DC/Rly" from the technolog-
ical object. The application software of the server PLC_1
includes the "Organization Block [OB1]", which cyclically
executes the program instructions entered into it (including
calling and executing FC functions as subroutines). "Orga-
nization Block [OB100]" is executed once before restarting
PLC_1 to enter certain constants, counter states and timers
into the PLC. The used PLC provides 2 AI (Analog Input)
8 DI (Digital Input), 6 DQ (Digital Quit) and supports PRO-
FINET/Industrial Ethernet communication. The CPU 1212C
AC/DC/Rly can be expanded (up to three communication
modules and up to two signal modules for processing input
and output signals).
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Fig. 6. Hardware configuration of the terminal Programmable Logic Controller "PLC_1 CPU 1212C AC/DC/Rly"
from a technological object (mode — Monitoring-on)

In the designed data acquisition system at one techno-
logical facility, it is necessary to obtain technological data
from two hydrostatic sensors (calibrated for 0-5 m) of the
water level in the tanks and a water flow meter with a pulse
output (calibrated for 1.5 liters per output pulse). To process
unified output signals from primary hydrostatic level trans-
ducers (4-20 mA), the parameterization of the 4-channel
signal module SM 1221 Al4 with an analog-to-digital con-
verter (ADC) with a bit depth of 13 bit (12 bit + sign) (Fig. 7)
was performed. The module allows parameterization both
by measurement type (Voltage or Current) and by the main
measurement ranges of unified signals.

Fig. 8 shows a fragment of the application program
structured into the function "Measurement_Level [FC1]"
in the FBD language for processing measurement signals
from hydrostatic water level transducers (mode — Monitor-
ing-on). The output signal from the hydrostatic level trans-
ducer (4-20 mA) is digitized by SM 1221 Al4, entered into
the register "IW96" and fed to the input "VALUE" of the

normalization program instruction "NORM_X". The format
is "Int-Integer” in the range of relative units (from "MIN" 0
to "MAX" 27648). At the output "OUT" of the normalization
program instruction "NORM_X" a floating-point value in
the format "REAL" in the range (from 0 to 1) proportional
to the measured water level value in meters is formed.
The output "MD104" is fed to the input "VALUE" of the
scaling program instruction "SCALE_X", which scales the
measured water level value in meters in absolute units ac-
cording to the measuring range of the primary transducer
(from 0.0 to 5.0 m). Additionally, the algebraic summation
program instruction "ADD" corrects the linear offset of the
zero point of the water tank, taking into account the design
features of the tank.

Considering that the full main cycle "Main [OB1]" of the
terminal PLC is fixed at the level (from 1 to 5ms) "Online
tools — Cycle time" (Fig. 9), processing of pulse signals from
the flowmeter through the standard "Digital Input” mode is
possible at a level of up to 200 Hz.
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Therefore, to solve the above limitation, the software in- In a similar way, an algorithm for processing and calculat-
struction "CTR_HSC" (Control Speed Counter) from the "Tech-  ing hourly and similar water consumption at a water supply
nology” section (Fig. 10) was used, which provides processing  technological facility is built.
of input pulse signals with a frequency of up to 100 kHz due Fig. 12 shows the data block "DB_SEND_WinAC_
to combined functionality. PLC hardware counters operate =~ RTX [DB1]" in the structure of the terminal PLC_1, which
at a frequency of up to 100 kHz, and the software instruction  contains a formed frame for data transmission from a techno-
"CTR_HSC" controls their operation by implementing hard-  logical facility using the "Open User Communication” tech-
ware interrupts outside the PLC program cycle and periodically ~ nology (mode - Monitoring-on).

reading the results of processing the input signal. The data is formed into an array "Arrey|[0..30] of Real” and
Fig. 11 shows a fragment of the application program for cal-  includes the following technological parameters:

culating the average current water flow rate (in m3/h) based on - TLUMACH_RChV_Level 1;

the program instruction "CTR_HSC". The input "IN" of the pro- - TLUMACH_RChV_Level_2;

gram instruction for converting data formats "CONV" is fed with - TLUMACH_RESERV_1;

the value of the counted pulses from the register "ID1000" of the - TLUMACH_RESERV_2;

"CTR_HSC" instruction in the format "UDInt-Unsigned Double - TLUMACH_RESERV_2;

Integer” to the format "REAL". From the output "OUT — MD192" - TLUMACH_za_sec_mitteva_(potochna);

the value is fed to the input "IN" of the program instruction for - TLUMACH_za_hour;

algebraic division "DIV" by 1500 to convert the flow rate in 1.5 li- - TLUMACH_za_god_0;

ters per pulse to m3 per pulse. The output of the program instruc- -

tion "DIV" is multiplied by 3600 to convert the flow rate in m3/h. - TLUMACH_za_god_23.
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Fig. 10. Program instruction "CTR_HSC" (Control Speed Counter) from the "Technology" section to provide processing
of input pulse signals with a frequency of up to 100 kHz
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Fig. 13 shows the program instruction "TSEND_C", which
implements asynchronous transmission (by events) of data in
one frame from a technological object to the server level based
on the "Open User Communication” technology.

Thus, the completed configuration and parameterization
of hardware is the basis for performing the next stages of
designing a data acquisition system based on the developed
topology and Open User Communication technology.

5.2.2. Formation of a data set for simulation modeling

For simulation modeling tasks, a global data block PLC_5_
TRCV_C [DB4] was created to store data received from the
data block PLC_1_TSEND_C [DB3] of one of the termi-
nal PLC_1 [CPU1214C AC/DC/Rly]. Both data blocks [DB4|
and [DB3] must have the same structure and data formats. For
simulation modeling "Open User Communication”’, a test set
of basic data formats transferred from [DB4] of the terminal
PLC_1 to [DB3] of the server PLC_5 was formed (Fig. 14):

- Static_1 - Int (Integer) with the value read from the
incremental counter IEC_Counter_0_DBI;

- Static_2 - Byte (Byte) with the value (2#10101010);
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- Static_3 - DInt (Double Integer) with the value
(-0123456789);

- Static_4 - Ulnt (Unsigned Integer) with the value
(0123456789);

- Static_5 — UDInt (Unsigned Double Integer) with the
value (01234567890);

- Static_6 — Word (Word) with the value (16#AB);

- Static_7 - DWord (Double Word) with the value
(16#A1F9);

- Static_8 - Real (Floating Point) with the value
(1.234568E+08);

- Static_9 - Array[0..7] of Real (Array) with the value
(-1.123,-2.123, -3.123, -4.123, -0.123, 5.123, 6.123, 7.123);

- Static_10 - DTL (Date and Time Long) with the value
(current date and time);

- Static_11 - String (String) with the value (“#Open_User_
Communication#’);

- Static_12 - LReal (Long Real) with the value (332.0).

The result of simulation modeling should be the consis-
tency of the data transmitted from [DB4] PLC_1 and received
in [DB3] PLC_5 in the corresponding formats.
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Fig. 12. Data block "DB_SEND_WinAC_RTX [DB1]" in the structure of the terminal PLC_1, which contains a formed frame
for data transmission from a technological object using the "Open User Communication" technology (mode — Monitoring-on)
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Fig. 13. Program instruction "TSEND_C", which implements asynchronous transmission (by events) of data in one frame
from a technological object based on the "Open User Communication” technology
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Fig. 14. Test set of basic data formats transferred from Data Block [DB4] of the terminal Programmable Logic
Controller "PLC_1" to Data Block [DB3] of the server Programmable Logic Controller "PLC_5" with support
for "Open User Communication"

5.2.3.Development of the application program
"Open User Communication”

The application program for the implementation of "Open
User Communication” is developed in the FBD (Function
Block Diagram) language [23]. The communication program
instruction "TSEND_C" from the "Communication” — "Open
user communication” section is integrated into the block of
the main program cycle "Main [OB1]" of PLC_1 (Fig. 15).

The program instruction "TSEND_C" includes the follow-
ing inputs and outputs:

- EN - Enable (input: of Enable);

- REQ - (input: Starts the send job on a rising edge);

- CONT - (input: Controls the communication connection);

- LEN - (input: Maximum number of bytes to be sent with
the job (Optional parameter (hidden));

— CONNECT - (input: Pointer to the structure of the con-
nection description);

- DATA - (input: Pointer to the send area containing the
address and the length of the data to be sent);

- ADDR - (input: In this case it contains a pointer to the
system data type TADDR_Para (hidden));

— COM_RST - (input: Resets the connection (Optional
parameter (hidden));

- DONE - (output: Status parameter with the following
values ("0" - Send job not yet started or still in progress,
"1" - Send job executed without error. This state is only dis-
played for one cycle CPU of PLC);

-BUSY - (output: Status parameter with the following
values ("0" - Send job not yet started or already completed, "1" -
Send job not yet completed. A new send job cannot be started);

- ERROR - (output: Status parameter with the following
values ("0" - No error, "1" - Error occurred during connection
establishment, data transfer or connection termination);

— STATUS - (output: Status of instruction).
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Fig. 15. The procedure for integrating the communication program instruction "TSEND_C" from the "Communication” — "Open
user communication" section into the "Main [OB1]" Organization Block of the Programmable Logic Controller "PLC_1"



The "CONNECT" input is automatically parameterized
after defining the parameters of the data transfer program
instruction "TSEND_C" for PLC_1 in the "Connection data”
parameter (PLC_1_Send_DB) (Fig. 16).

The "DATA" input is parameterized with the syntax
P#DB3.DBX0.0 BYTE 332:

- P# - prefix of the corresponding syntax;

- DB3 - source of data to be transferred;

- DBXO0.0 - start address of the data to be transferred;

- BYTE - data format for calculating the total volume of
data to be transferred;

- 332 - volume of data of the corresponding format to be
transferred.

Similar parameterization is performed for the data re-
ception program instruction "TRCV_C" for PLC_5 (Fig. 17).
Thus, the syntax used for parameterizing the input "DATA"
of the program instruction "TSEND_C" can provide a dy-
namic change in the sample of transmitted data based on the
event-dependent control algorithm (Event). Accordingly, the
task of optimizing traffic between the server PLC_5 and the
terminal PLC_1-PLC_1 is solved, especially with a significant
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communication load and with significant volumes of trans-
mitted data. "Open user communication” provides dynamic
selective transmission and reception of up to 8192 Byte in one
frame, which is an advantage compared to uncontrolled cyclic
requests from SCADA to terminal PLCs.

5.3.Simulation model and results of testing the data
exchange algorithm based on "Open User Communication”

The simulation model "Open User Communication” was
developed based on a test project in the TTA Portal V20 environ-
ment and PLC simulators (PLCSIM V20). The purpose of sim-
ulation modeling is to verify the correctness of the developed
project of the control system and data collection from tech-
nological objects based on "Open User Communication”. The
main criterion when testing the project using the simulation
model is to verify the functionality of the project as a whole and
the consistency of the transmitted and received data. For sim-
ulation modeling, a simplified system configuration was used,
which includes a server (PLC_5) that communicates with SCA-
DA and simultaneously receives data from one of the terminal
PLCs (PLC_1) based on "Open User Communication” [24].
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Fig. 16. Procedure for parameterizing the data transfer program instruction "TSEND_C"
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Fig. 17. Procedure for parameterizing the data reception program instruction "TRCV_C"



Fig. 18 shows a simulation model for testing "Open User
Communication”. The simulation model includes:

- software simulator of server PLC_5 "Instance_2";

— software simulator of terminal PLC_1 "Instance 1";

- software block of data transmission of terminal PLC
"TSEND_C";

- software block of data reception of server PLC "TRCV_C";

- communication environment based on technology
"Open User Communication”.

Terminal PLC_1 and server PLC_5 are launched as sepa-
rate instances (Instance_1 and Instance_2, respectively) of the
PLCSIM V20 software simulator and interact with each other
through the program blocks "TSEND_C" and "TRCV_C".

After transferring individual instances of the PLCSIM V20
simulator from the "STOP" mode to the "RUN" mode, the con-
figuration, parameters, and algorithms are simulated based
on "Open User Communication” similarly to information
processes in real systems (Fig. 19).

Fig. 20, 21 show the results of simulation modeling of
terminal PLC_1 and server PLC_5 projects under the "mon-
itor-on" mode.

Analysis of the simulation results indicates the correct
functioning of the system as a whole and the consistency of
the transmitted and received data formats (except for the DTL
(Date and Time Long) format, due to the time offset when
copying the corresponding "skreenshorts”).

The simulation model also makes it possible to analyze the
states of the diagnostic outputs of the sending data "TSEND_C"

m Instance_1
W X1:192.168.2.2

Network
X1 interface

IP address:

Scan Control

%DB2

“TSEND_C_DB"
TSEND_C
&%
EN
TRUE
%MO0.3
"Clock_2Hz" —REQ
TRUE FALSE
%M1.2 “TSEND_C_DB".
"AlwaysTRUE" — CONT DONE-- DONE
0 FALSE
O —{LEN "TSEND_C_DB".
BUSY/-- BUSY
. o FALSE
PLC_1_Send_DB' =CONNECT "TSEND_C_DB".
P#DB3.DBX0.0  |p#DB3.DBX... ERROR = ERROR
BYTE 332 |
=DATA 16#7004
“TSEND_C_DB".
FALSE  |FALSE STATUS = STATUS
false == R ENO|—

«OPEN USER COMMUNICATION»

and receive data "TRCV_C" program instructions. The corre-
sponding states for the "TSEND_C" and "TRCV_C" program
instructions under the "Monitoring-on” mode are shown
in Fig. 22, 23.

Diagnostic output states of the data transfer program in-
struction TSEND_C:

- output "DONE" (TRUE: Send job executed without
error);

- output "BUSY" (FALSE: Send job not yet started or al-
ready completed);

- output "ERROR" (FALSE: No error);

- output "STATUS" (16#0000: Send job was executed with-
out error).

Diagnostic output states of the TRCV_C data reception
program instruction:

-output "DONE" (TRUE: Send job executed without
error);

- output "BUSY" (FALSE: Send job not yet started or al-
ready completed);

- output "ERROR" (FALSE: No error);

- output "STATUS" (16#0000: Send job was executed with-
out error);

-output "RCVD_LEN" (332: Amount of data actually
received in bytes).

Thus, the operability and correctness of the functioning
of the developed topology and data exchange algorithms
between the server and terminal PLC based on "Open User
Communication” were recorded.
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Fig. 18. Simulation model for testing "Open User Communication"
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Fig. 20. Result of simulation of the terminal Programmable Logic Controller "PLC_1" under the "Monitoring-on" mode
(Data Block for transmission — [DB4])
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Fig. 21. Result of simulation of the server Programmable Logic Controller "PLC_5" under the "Monitoring-on" mode
(Data Block for reception — [DB3])
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Fig. 22. Diagnostic output states of the sending data program instruction "TSEND_C" under the "Monitoring-on" mode
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Fig. 23. Diagnostic output states of the receiving data program instruction "TRCV_C" under a "monitoring-on" mode

5. 4. Testing solutions under industrial conditions
for WEB-oriented data collection systems from techno-
logical facilities

Based on the proposed topology, simulation modeling results
and "Open User Communication’, a WEB-oriented automated
data collection system from technological facilities of water
supply at municipal enterprises was developed and tested under
industrial conditions.

The system makes it possible to organize local and central
dispatching points and operates in real time.

The subsystem for monitoring house cold water flow
meters monitors and documents water consumption in apart-
ment buildings.

The automated system includes the following components:

- PC-Server server workstation;

- Simatic S7-1200 server PLC with GSM LTE industrial router;

- Simatic S7-1200 terminal PLCs with GSM LTE industrial
routers;

- communication equipment (SCALANCE X208 Ethernet
switches);

- SCADA (WinCC Professional).

The system performs tasks of collecting, primary processing,
transmitting, and storing technological parameters in accor-
dance with the operating algorithm and production regulations.

The system operates with water flow meters with pulse
output from different manufacturers. Pulse outputs of flow
meters form groups of up to 128 in a radius of up to 1200 m
and are combined on terminal PLCs.

The communication network between the server and ter-
minal PLCs is organized on the basis of VPN (Virtual Private
Network) of the mobile operator "Kyivstar” of the GSM LTE
standard and is protected from unauthorized access.

Fig. 24 shows the current parameters of an industrial
router based on the 4G module "QUECTEL EC25" (Quectel
Wireless Solutions, China):

- GRE L2 tunnel (grel) - the tunnel encapsulation pro-
tocol provides the possibility of simultaneous data exchange
between the server and terminal PLCs based on "Open User
Communication” and servicing terminal PLCs via "S7 Com-
munication”;

- Local Network (lan) - local network parameters ("Sta-
tus”, "Type", "Address", "Uptime", "MAC", "Rx/Tx");



— Mobile Internet (sim1) — mobile 4G network parameters
(including indication of "Signal quality” and "Rx/Tx" traffic);

- Routing table - provides static and dynamic data trans-
mission routes.

For the controller and workstation, application software
has been developed that adapts to the equipment config-
uration of a specific facility. The dispatcher’s dialog with
the system is implemented in the form of mnemonics in
SCADA [25]. Archiving and documentation of technological
parameters are provided.

The system provides the ability to control additional
technological parameters (level, pressure, temperature, etc.),
as well as control actuators (electric pumps, electric shut-off
valves, lighting subsystems, signaling, etc.).

In the dispatcher interface, when activating the house
number, a mnemonic diagram of the parameters of the
corresponding cold water flow meter "SENSUS" WP Dyna-
mic 50/50 (as of 12/25/2017) is displayed (Fig. 25).

The mnemonic diagram of the parameters of the activated
flow meter includes the following data:

- current (instantaneous flow);

- hourly flow (from 0 to 23 hours);

- daily flow (for 24 hours);

- total flow (corresponds to the flow meter reading);

- monthly flow (for one year);

- graphical representation of water flow (by 4 parameters):

- current flow (blue trend and scale);

GRE L2 tunnel (gre1)

Status Up
Type gretap
Address 172.0.1.5/24

Local Network (lan)

Status Up
Type static
Address 192.168.102.11/24

Mobile Internet (sim1)

Status Up

Network 4G

Signal quality 29131 (93%)

Module revision EC25EFAR0OZA09MAG
RSRQ -16

RssI -48

IMSI 255030646483412

Address 10.5.205.62/32

Routing table
0.0.0.0/0 @ defaultroute, metric=1
10.5.205.61/32 @ defaultroute, metric=101
172.0.1.0/24 @ gre1, metric=0

192.168.102.0/24 @ lan, metric=0

- daily flow (green trend and scale);

- monthly flow (purple trend and scale);

- total flow (red trend and scale).

The system archives 4 graphic parameters for a given pe-
riod (for example, for 1 year).

The WEB-oriented automated data collection system from
technological water supply facilities (Municipal Enterprise —
"TLUMACH" Water Supply) has been modernized and ex-
panded (as of November 15, 2025) (Fig. 26, 27).

Fig. 25 shows a schematic diagram of the level control and
calculated volume of water in tanks from the technological
water supply facility (Municipal Enterprise - "TLUMACH"
Water Supply) as of 11/15/2025.

Graphical representation of the level and calculated vol-
ume of water in tanks (No. 1, 2) (Fig. 27):

- archives of water level (m) in tanks No. 1, 2 (blue trend
and scale);

- current value of water level (m) in tanks No. 1, 2 with
dynamic color indication (according to defined markers of the
lower and upper water levels);

- current calculated value of water volume (m?3) in
tanks No. 1, 2.

Thus, positive experience has been gained in designing,
testing, servicing, and supporting WEB-oriented automated
data collection systems from technological objects based on
"Open User Communication” and modern unified hardware
and software.
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Fig. 24. Current parameters of the industrial router based on the 4G module "QUECTEL EC25"
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Fig. 25. Mnemonic diagram of parameters of the cold water flow
meter "SENSUS" WP Dynamic 50/50 as of 12/25/2017

A WinCCViewerRT

00:00 01:00 02:00 0300 04:00 0500 06:00 07:00

[ 16 J[ 15 J[ 13 [[ 13 J[ 13 [[ 13 J[ 16 || 22 |

08:00 09:00 10:00 11:00 12:00 13:.00 14:.00 15.00

[ 26 |[ 27 [ 28 J[ 31 J[ 31 ][ 31 J[224][ 0 ] =

16:00 17:00 18:00 19:00 20:00 21:00 22:00 23:00

Madse 2 @ ® QP HBEEN

Fig. 26. Mnemonic diagram of parameters of flowmeter No. 1 from the technological object of water supply
(Municipal Enterprise — "TLUMACH" Water Supply) as of 11/15/2025
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6. Discussion of the results of integration of "Open
User Communication” in the topology of WEB-oriented
automated control systems

The main result of our work is designing and testing un-
der industrial conditions of a WEB-oriented automated data
collection system from technological objects with integrated
"Open User Communication” based on the proposed cli-
ent-server topology (Fig. 2). A feature of the developed system
is the presence of a server PLC on the SCADA side and ter-
minal PLCs with "Open User Communication” functionality.

The use of such a topology has additional advantages and
solves the following engineering and technical tasks:

- the developer has the ability to determine the structure
and format of data for exchange between control system com-
ponents based on TCP, UDP, ISO-on-TCP protocols;

- the ability to organize cyclic and acyclic (on request)
communication;

- the ability to organize communication between different
PLC manufacturers;

— the ability to transmit custom (non-standard) data packets;

- the ability to devise your own industrial communication
protocols;

- the ability to transmit data by events (event-based), and
not cyclically;

- optimization of the load on the communication network
and PLC due to a smaller number of transactions, compared
to cyclic (polling) requests from SCADA,;

- scaling of PLC and data volume without changing the
communication mechanism (with insignificant loss of per-
formance) compared to direct communication with SCADA;

- data consistency and state synchronization (simultane-
ity of formation, transmission and processing) due to packet
transmission in one frame.

The developed topology of the WEB-oriented control and
data collection system based on "Open User Communication”
complements and expands the functionality of the IIoT de-
scribed in [4-6] at the level of topologies, algorithms, models,
and unified hardware and software. In addition, the implement-
ed procedure of "tunneling” of communication protocols by en-
capsulation over VPN additionally increases the protection of the
TO ACS components from unauthorized access and cyberattacks
at the communication level.

In [7, 8], emphasis is on the problems associated with dis-
ruption of control processes, production stops, personnel safety
violations, etc., which are a consequence of improper integra-
tion and interaction of TO ACS components. The methods for
eliminating such critical consequences are the comprehensive
use of proven technologies and unified hardware and software
and communication protocols from world manufacturers. To
solve the above-mentioned problems, the TIA Portal was used
in the work, which made it possible to organize in one environ-
ment (Fig. 3, 4, 6,7) compatible hardware and software tools
Simatic S7 (Siemens, Germany), including communication
components [15-19]. At the same time, the problem of inter-
action from the levels of sensors, actuators, RTU/PLC to the
levels of the communication environment, SCADA and IT was
comprehensively solved.

In [9], the OPC UA protocol is considered, which is a stan-
dard for industrial communication and provides interaction be-
tween equipment from different manufacturers, but is a separate
product and requires additional resources for integration and
administration. The integration of "Open User Communication”
in the topology of the TO ACS makes it possible to solve the spec-
ified problem due to direct communication between the server
and terminal PLCs without an additional software add-on.

According to the results of research [10, 11], the problems
in the direction of data processing at the terminal level "Edge




Computing” were identified. With this approach, data pro-
cessing is performed as close as possible to the data source -
on local RTUs/PLCs. Thus, the current tasks that need to be
solved are the tasks of modeling and testing information pro-
cesses in the TO ACS at the PLC level, which perform data
processing and support communications.

For simulation modeling tasks, a global data block PLC_5_
TRCV_C [DB4] was created to store data received from the
data block PLC_1_TSEND_C [DB3] of one of the terminal
PLC_1 [CPU1214C AC/DC/Rly] (Fig.13). Communication
program instructions "TSEND_C" and "TRCV_C" with sup-
port for "Open user communication” and state diagnos-
tics (Fig. 18) [21] were used.

The terminal PLC_1 and server PLC_5 projects are recorded
in separate instances (Instance_1 and Instance_2, respectively) of
the PLCSIM V20 simulator and simulation modeling based on
"Open User Communication” was performed (Fig. 19) [20]. When
performing simulation modeling, the "Monitoring-on" mode
was activated to visualize the modes of operation of the "Open
User Communication” communication algorithm (Fig. 22, 23).
The consistency of the transmitted and received data from the
terminal to the server PLC was recorded in the "Monitoring-on”
mode (Fig. 20, 21) [23]. In the work, based on th e proposed topol-
ogy, the results of simulation modeling and "Open User Commus-
nication”, a WEB-oriented automated data collection system from
technological objects of water supply of municipal enterprises
was developed and tested under industrial conditions [24]. This,
in comparison with study [12], solves the problem of technical
validation for testing solutions on real production processes.

The communication network between the server and termi-
nal PLCs of the system is organized on the basis of the VPN of
the mobile operator "Kyivstar” of the GSM 4G standard with the
parameters shown in Fig. 24. The GRE L2 tunnel protocol is orga-
nized, which provides simultaneous data exchange between the
server and terminal PLCs based on "Open User Communication”
and servicing of terminal PLCs via "S7 Communication” (Fig. 24).

The dialog of the dispatcher with the system is imple-
mented in the form of mnemonics in SCADA and provides
archiving and documentation of technological parameters of
the data collection system (Fig. 25-27) [25].

Positive experience has been gained in designing, testing,
servicing, and supporting WEB-oriented automated data collec-
tion systems from technological objects based on modern uni-
fied hardware and software tools and information technologies.

The limitations of the study include the single-channel uni-
directional mode of operation of the simulation model, which
for other topological configurations can be scaled within certain
limits.

The disadvantages of the work include undefined quantita-
tive indicators of communication traffic with "Open User Com-
munication” in the event-based data exchange mode, compared
to the cyclic data request mode from the SCADA side.

The study can be continued to build new improved simu-
lation models with extended functionality and WEB-oriented
TO ACSs for maintenance under special operating conditions.

7. Conclusions

1. A topology of the TO ACS with extended functionality
based on SCADA, server and terminal PLCs and integration
of the "Open User Communication” technology has been
designed. The peculiarity and distinctive properties of the pro-
posed topology are the presence of a separate server PLC and

integrated into the "Open User Communication” topology for
asynchronous communication (based on events) compared to
cyclic requests from SCADA. At the same time, data consis-
tency is ensured due to packet transmission in one frame and
the ability to choose the structure, different types and formats
of data for communication between TO ACS components.
2. A data collection system based on "Open User Commu-
nication” has been designed in the TIA Portal toolkit based
on Simatic S7 hardware and software. During the develop-
ment process, hardware configuration and parameterization,
communication environment setup, and application software
development in the FBD language of the IEC 61131-3 stan-
dard were performed. The communication program instruc-
tions "TSEND_C" and "TRCV_C" have been parameterized,
through which "Open User Communication” directly func-
tions. The specific syntax "P#DB3.DBX0.0 BYTE 332" at the
"DATA" inputs of the communication program instructions al-
lowed dynamic data sampling with different starting address-
es and different volumes (for PLC S7-1200 up to 8192 bytes).
3. A simulation model has been built for testing information
processes of interaction between the server and terminal PLC
based on "Open User Communication”, the peculiarity of which is
that it can use configuration data, parameters, and algorithms di-
rectly from the development environment and, accordingly, be as
close as possible to information processes in real TO ACS. Based
on the simulation model built, "Open User Communication”
testing was performed and the states of the diagnostic outputs of
the TSEND_C and TRCV_C program blocks under the "Monitor-
ing-on" mode were analyzed. The correctness of the simulation
model functioning and the consistency of the data exchange
process based on "Open User Communication” were recorded.
4. The designed system was implemented at a water supply
utility based on the proposed topology with integrated "Open
User Communication”. The following technological parameters
are monitored at the terminal level and transmitted to the server:
current water flow, hourly water flow, daily water flow, water lev-
el and volume in tanks (0-5 m, and 1000 m?, respectively), from
which archives lasting 1 year are formed in SCADA.
Parameterization of the tunnel GRE protocol over VPN
ensured simultaneous data exchange between the server and
terminal PLCs based on "Open User Communication” and pro-
gramming of terminal PLCs via "S7 Communication”. A feature
of our system is optimized traffic at the level of 1 GB per month
for a corporate data transfer package based on the 4G standard
from the mobile operator "Kyivstar”.
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