The object of the study is decision support systems.

The problem of increasing decision-making efficiency in conditions of uncertainty and a set of different parameters was solved using a bio-inspired algorithm.

The subject of the study is the decision-making process in management problems using the heron flock algorithm, the improved genetic algorithm and evolving artificial neural networks.

A solution search method using the improved heron flock algorithm is proposed. The study is based on the heron flock algorithm to find a solution regarding the object state. Evolving artificial neural networks are used to train the heron flock algorithm, and an advanced genetic algorithm is used to select the best individuals of the heron flock. The method has the following sequence of actions:

– input of initial data;
– setting agents on the search plane;
– numbering heron agents in the flock;
– setting the initial velocity of heron agents;
– waiting strategy for heron agents;
– aggressive strategy;
– checking the discriminatory condition;
– selection of the best individuals from the heron flock;
– ranking and sorting the obtained solutions;
– training heron knowledge bases;
– determining the amount of necessary computing resources of the intelligent decision support system.

The originality of the proposed method consists in setting heron agents taking into account the uncertainty of the initial data, the noise degree of data about the analysis object state. The method makes it possible to reduce the time for decision-making at the level of 22–26% due to the use of additional improved procedures. The proposed method should be used to solve the problems of evaluating complex and dynamic processes in the interest of solving national security problems.

Keywords: unimodal functions, decision-making efficiency, optimization problems, hierarchical objects.

1. Introduction

The theory of artificial intelligence has taken an important place in solving optimization problems in the search for solutions in various fields of human activity. Such components of artificial intelligence theory are metaheuristic algorithms, evolutionary algorithms, bio-inspired algorithms and physics-inspired algorithms [1–3].
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Due to the global optimal and gradient-free solution, metaheuristic algorithms are widely used to solve problems of finding solutions regarding the state of complex hierarchical systems and then make appropriate decisions.

Metaheuristic algorithms imitate natural phenomena by modeling the behavior of animals and other microorganisms. These algorithms are generally inspired by three concepts: species evolution, biological behavior and physical principles [4–6].

Evolutionary algorithms generate different solution spaces for optimization problems by simulating the diversity of species evolution, cross-mutation and survival of the fittest individuals [7–9].

Physics-inspired optimization algorithms apply physical principles as a way to achieve an optimal solution.

Bio-inspired algorithms imitate the behavior of living organisms, such as predation, search for migration, growth and aggregation pathways in order to solve numerical optimization problems [10–13].

Metaheuristic algorithms have achieved excellent performance results in various subject areas of human activity. However, there is no close to ideal optimization method that can solve all optimization problems. In other words, if an optimization algorithm is suitable for one class of optimization problem, it may not be suitable for another. Alternatively, the search efficiency of an optimization algorithm is inversely related to its computational complexity and a certain amount of computational cost to increase search efficiency. An obvious advantage of metaheuristic algorithms, in addition to solving large-scale problems, is taking into account the experience of solving the problem by previous agents. One such metaheuristic algorithm is the heron flock algorithm.

Given the above, an urgent scientific task is to develop a solution search method using an improved heron flock algorithm, which would increase the efficiency (reduce the time) of decisions on managing the parameters of the control object with a given reliability.

### 2. Literature review and problem statement

The work [9] presents a cognitive modeling algorithm. The main advantages of cognitive tools are determined. The shortcomings of this approach include the lack of consideration of the type of uncertainty about the state of the analysis object.

The work [10] disclosed the essence of cognitive modeling and scenario planning. A system of complementary principles of building and implementing scenarios is proposed, different approaches to building scenarios are highlighted, and the procedure for modeling scenarios based on fuzzy cognitive maps is described. The approach proposed by the authors does take into account the type of uncertainty about the state of the analysis object and the noise of the initial data.

The work [11] carried out an analysis of the main approaches to cognitive modeling. Cognitive analysis allows you to investigate problems with fuzzy factors and relationships; take into account changes in the external environment and use objectively formed trends in the development of the situation to your advantage. At the same time, the issue of describing complex and dynamic processes remains unexplored in this work.

The work [12] presents a method of analyzing large data sets. The specified method is focused on finding hidden information in large data sets. The method includes the operations of generating analytical baselines, reducing variables, detecting sparse features and specifying rules. The disadvantages of this method include the impossibility of taking into account different decision evaluation strategies, the lack of consideration of the type of uncertainty of the input data.

The work [13] presents a mechanism of transformation of information models of construction objects to their equivalent structural models. This mechanism is designed to automate the necessary conversion, modification and addition operations during such information exchange. The disadvantages of the mentioned approach include the impossibility of assessing the adequacy and reliability of the information transformation process and making appropriate correction of the obtained models.

The work [14] developed an analytical web platform to study the geographical and temporal distribution of incidents. The web platform contains several information panels with statistically significant results by territory. The disadvantages of the specified analytical platform include the impossibility of assessing the adequacy and reliability of the information transformation process and high computational complexity. Also, one of the shortcomings of the mentioned research is that the search for a solution is not unidirectional.

The work [15] developed a method of fuzzy hierarchical assessment of library service quality. The specified method allows you to evaluate the quality of libraries based on a set of input parameters. The disadvantages of the specified method include the impossibility of assessing the adequacy and reliability of the assessment and, accordingly, determining the assessment error.

The work [16] carried out an analysis of 30 algorithms for processing large data sets. Their advantages and disadvantages are shown. It was found that the analysis of large data sets should be carried out in layers, take place in real time and have the opportunity for self-learning. The disadvantages of these methods include their high computational complexity and the impossibility of checking the adequacy of the obtained estimates.

The work [17] presents an approach for evaluating input data for decision support systems. The essence of the proposed approach consists in clustering the basic set of input data, analyzing them, after which the system is trained based on the analysis. The disadvantages of this approach are the gradual accumulation of assessment and training errors due to the lack of an opportunity to assess the adequacy of decisions made.

The work [18] presents an approach to processing data from various sources of information. This approach allows you to process data from various sources. The disadvantages of this approach include the low accuracy of the obtained estimate and the impossibility of verifying the reliability of the obtained estimate.

The work [19] carried out a comparative analysis of existing decision support technologies, namely: analytic hierarchy process, neural networks, fuzzy set theory, genetic algorithms and neuro-fuzzy modeling. The advantages and disadvantages of these approaches are indicated. The scope of their application is defined. It is shown that the analytic hierarchy process works well provided complete initial information, but due to the need for experts to compare alternatives and choose evaluation criteria, it has a high share of subjectivity. For forecasting problems under risk and uncertainty, the use of fuzzy set theory and neural networks is justified.

The work [20] developed a method of structural and objective analysis of the development of weakly structured systems. An approach to the study of conflict situations
caused by contradictions in the interests of subjects that affect the development of the studied system and methods of solving poorly structured problems based on the formation of scenarios for the development of the situation. At the same time, the problem is defined as the non-compliance of the existing system state with the required one, which is set by the management subject. The disadvantages of the proposed method include the problem of the local optimum and the inability to conduct a parallel search.

The work [21] presents a cognitive approach to simulation modeling of complex systems. The advantages of the specified approach, which allows you to describe the hierarchical components of the system, are shown. The shortcomings of the proposed approach include the lack of consideration of the computing resources of the system.

The work [22] indicated that the most popular evolutionary bio-inspired algorithms are the so-called «swarm» procedures (Particle Swarm Optimization – PSO). Among them, there are cat swarm optimization algorithms (CSO), which are very promising both in terms of speed and ease of implementation. These algorithms have proven their effectiveness in solving a number of rather complex problems and have already undergone a number of modifications. Among the modifications, procedures based on harmonic search, fractional derivatives, adaptation of search parameters and, finally, «crazy cats» can be noted. At the same time, these procedures are not without some drawbacks that worsen the properties of the global extremum search process. One such algorithm is the heron flock algorithm.

An analysis of the works [9–22] showed that the common shortcomings of the above studies are:

– the lack of possibility of forming a hierarchical system of indicators;
– the lack of consideration of computing resources of the system;
– the lack of mechanisms for adjusting the system of indicators during the assessment;
– the lack of consideration of the type of uncertainty and noise of data on the state of the analysis object, which creates corresponding errors while assessing its real state;
– the lack of deep learning mechanisms for knowledge bases;
– high computational complexity;
– the lack of search priority in a certain direction.

The problem to be solved in the study is to increase the efficiency of solving the problems of analysis and multidimensional forecasting of the object state while ensuring the given reliability.

For this purpose, it is proposed to develop a solution search method using an improved heron flock algorithm.

3. The aim and objectives of the study

The aim of the study is to develop a solution search method using an improved heron flock algorithm. This will increase the efficiency of assessment and multidimensional forecasting with a given reliability and development of subsequent management decisions.

To achieve the aim, the following objectives were set:

– to develop an algorithm for the solution search method using the improved heron flock algorithm;
– to give an example of using the method in analyzing the operational situation of a group of troops (forces).

4. Materials and methods

The object of the study is decision support systems. The subject of the study is the decision-making process in management problems using an improved heron flock algorithm, an improved genetic algorithm and evolving artificial neural networks.

The hypothesis of the study is the possibility of increasing decision-making efficiency with a given assessment reliability.

Simulation of the proposed method was carried out in the MathCad 14 software environment (USA). The problem solved during the simulation was to assess the elements of the operational situation of a group of troops (forces). The hardware of the research process is AMD Ryzen 5.

The operational group of troops (forces) was considered as an object of assessment and management. The operational group of troops (forces) formed on the basis of an operational command with a standard composition of forces and means according to the wartime state and with a range of responsibilities under current regulations.

The research is based on the heron flock algorithm for finding a solution regarding the object state. Evolving artificial neural networks are used to train heron agents (HA), and an advanced genetic algorithm is used to select the best HA.

5. Results of developing a solution search method using the improved heron flock algorithm

5.1. Development of a solution search algorithm, metrics and criteria using a metaheuristic approach

Heron is a collective term for four bird species. Herons are usually seen in pairs or small groups, but large flocks of dozens or hundreds can also be seen. Due to the high energy consumption in flight, the solution (prey) usually requires careful trajectory checking to ensure that it can gain more energy through the location of the food than what would be spent in flight. Herons use two strategies: sit and wait, the more stressful (aggressive) strategy. These strategies are characterized by different degrees of energy consumption and amounts of food that can be captured.

The proposed algorithm is an improved heron flock algorithm and consists of the following sequence of actions (Fig. 1):

Step 1. Input of initial data. At this stage, the available initial data on the object to be analyzed are entered.

Step 2. Setting heron agents (HA) on the search plane.

At this stage, HA are set taking into account the type of uncertainty about the object to be analyzed and the basic model of the object’s state is initialized [2, 19, 21]. In this case, the degree of uncertainty can be: full awareness; partial uncertainty and total uncertainty:

\[
X = \begin{bmatrix}
X_1 \\
X_2 \\
X_N \\
\end{bmatrix} = \begin{bmatrix}
x_{11} & x_{12} & \cdots & x_{1d} & \times & \xi_{1d} & \cdots & x_{1m} & \times & \xi_{1m} \\
\vdots & \ddots & \ddots & \vdots & \ddots & \ddots & \vdots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \vdots & \ddots & \ddots & \vdots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \vdots & \ddots & \ddots & \vdots & \ddots & \ddots \\
x_{N1} & x_{N2} & \cdots & x_{Nd} & \times & \xi_{Nd} & \cdots & x_{Nm} & \times & \xi_{Nm}
\end{bmatrix}
\]

\[\text{(1)}\]
The main position of HA in the problem solving space is initialized at the beginning of the algorithm execution using equation (2):

\[ x_{id} = lb_d + r \cdot (ub_d - lb_d), \]  

(2)

Here \( X \) is the population matrix, \( X_i \) is the \( i \)-th member (solution candidate), \( x_{id} \) is the \( d \)-th dimension in the search space (solution variable), \( N \) is the number of HA, \( m \) is the number of solution variables, \( r \) is a random number in the interval \([0,1] \), \( lb_d \) and \( ub_d \) are the lower and upper bounds of the \( d \)-th solution variable, respectively.

This is done using appropriate correction factors, which are set at the analysis stage.

Step 3. Numbering HA in the flock, \( i \in \{0, S\} \).

Each HA is assigned a number that searches for food sources. A food source refers to a solution to the optimization problem.

Step 4. Setting the initial HA velocity.
The initial velocity \( v_{0} \) of each HA is determined by the following expression:

\[ v_i = (v_{1i}, v_{2i}...v_{di}), v_i = v_{0i}. \]  

(3)

The initial velocity of each HA is determined in direct proportion to the distance that must be flown.

Step 5. Selection of the best individuals from the HA flock.

At this stage, the best HA in the flock are selected using an improved genetic algorithm proposed by the authors according to [23] by size indicators, mutation rate and attractiveness coefficient (geometric dimensions of the bird).

Step 5. 1. Input of initial data:

\[ s \times (x^{(0)}) \text{ is non-normalized interval partial criteria of alternatives; } s_{\text{min}} \text{ and } s_{\text{max}} \text{ are the values of the minimum and maximum alternatives; } k_{\text{col}} \text{ is the number of iterations; } d \text{ is the crossing-over position; } q \text{ is the mutation position; } w_d \text{ is the interval coefficient of the relative importance of the } j-\text{th partial criterion of alternatives and the determination of the initial population size } P=2p. \]

Step 5. 2. Determining necessary optimization conditions:

Step 5. 3. Formation of the initial population - parent individuals (four options of the state vectors of the analysis object for each \( k \)-th alternative of the object state) using a random number generator:

\[ s^p_1(x^{(0)}) = (s^{p(0)}_1, s^{p(0)}_2, s^{p(0)}_3, s^{p(0)}_4), \]

\[ s^p_2(x^{(0)}) = (s^{p(0)}_1, s^{p(0)}_2, s^{p(0)}_3, s^{p(0)}_4), \]

\[ s^p_3(x^{(0)}) = (s^{p(0)}_1, s^{p(0)}_2, s^{p(0)}_3, s^{p(0)}_4), \]

\[ s^p_4(x^{(0)}) = (s^{p(0)}_1, s^{p(0)}_2, s^{p(0)}_3, s^{p(0)}_4). \]

Formation of the initial population in which chromosomes are encoded as 8-bit sets of values. This type of chromosome allows you to leave genes arranged sequentially after applying the mutation operator. Preserving the continuous arrangement of genes enables the genetic crossover operator to copy continuous sections of the working memory of the parent chromosomes to the daughter chromosome, which allows faster crossing [10].

Step 5. 4. Calculation of the resource intensity of the obtained values and checking the conditions for not exceeding \( res_{\text{add}} \) for each individual in the initial population:

\[ res_i = f(U_{eff}), \]  

(4)

where \( U_{eff} \) are key efficiency indicators.

Step 5. 5. Calculation of the membership function of the level of target achievement \( \Lambda_{x^i} \), which consists in implementing an iterative procedure for calculating target indicators based on the developed fuzzy cognitive model:

\[ \Lambda_{x^i} = f(U_{eff}), j = 1,k. \]  

(5)

Step 5. 6. Calculation of the algorithm stop parameter based on the minimum deviation of the target achievement level with respect to the required value:

\[ \Delta \Lambda_{x^i} = \Lambda_{x^i} - \Lambda_{x^i}^{\text{required value}}, \]

\[ \Delta \Lambda = \min \Delta \Lambda_{x^i}. \]  

Step 5. 7. Adding the vector \( x^i (x^{(0)}) \) in the population.

Step 5. 8. Carrying out a single-point crossover operation for the obtained options of vectors of the \( k \)-th alternative \( s^i(x^{(0)}) \) (crossover point \( d < 4 \)). Selection of individuals and formation of pairs for crossing according to their fitness function. The proposed selection procedure is implemented using the optimization algorithm parameter adaptation mechanism described in [1].

\[ \text{START} \]

1. Input of initial data \( (\Psi = \{\psi_i\}) \)
2. Setting HA on the plane
3. Numbering HA
4. Setting HA \( V_0 \)
5. HA waiting strategy
6. HA aggressive strategy
7. \( x_i \leq x_{\text{add}} \) ?
   Yes
   8. Conclusion on the object state
   END
   7. Selection of the best individuals in the flock
   9. Ranking the solutions obtained
   10. Training HA knowledge bases

Fig. 1. Algorithm for implementing the solution search method
This adaptation mechanism is based on a compromise between the rate of convergence and the quality of the obtained locally optimal solution, its essence boils down to the fact that the probability of selecting individuals flexibly changes depending on the search background [11].

To this end, the normal probability distribution law of selection is used. The mathematical expectation is taken equal to the value of the fitness function of the best population chromosome for a given generation. If the best chromosome changes in the next generation, then the variance takes the maximum value, thereby expanding the search range. If a better chromosome is found within several generations, then the variance decreases, in the simplest case, in proportion to the number of generations:

$$D = D_{\text{max}} - \beta \times g.$$  \hspace{1cm} (7)

where $D_{\text{max}}$ is the maximum value of variance; $\beta$ is the coefficient that determines the convergence rate of the algorithm; $g$ is the number of «unsuccessful» generations.

The mathematical expectation of the distribution function is equal to the value of the $F_{\text{max}}$ function. The random variable $X_i$ is continuous, unlike the discrete values $F_k$, $k=1,2,\ldots,M$ and it is necessary to choose such value $F_k$ of the fitness function, the distance from which to $F_{\text{max}}$ would be closest to the distance from $X_i$ to $F_{\text{max}}$:  \hspace{1cm} (8)

$$k = \arg \min \left| F_{\text{max}} - X_i \right| - \left| F_{\text{max}} - X_i \right|$$

where $F_{\text{max}}$ is the number of «unsuccessful» generations.

In this case, this value will be $F_i$.

In subsequent selection cycles, it is necessary to take into account the value of the fitness function corresponding to individuals already selected in previous cycles. This will ensure the diversity of the population composition.

The described mechanism forms prerequisites for elite selection, preserves the best of the found population chromosomes and is used in three cases [24–28]:

– before the crossing-over stage to select the crossed individuals;
– before the mutation stage to select mutating individuals;
– after applying all GA operators to select the most suitable individuals in the next generation.

As a result of the crossing-over operation, 12 offspring individuals are obtained:

$$s_{ij}^{(0)}(x) = (s_{ij}^{(0)}(x)^1, s_{ij}^{(0)}(x)^2, s_{ij}^{(0)}(x)^3),$$  \hspace{1cm} (9)

$$s_{ij}^{(0)}(x) = (s_{ij}^{(0)}(x)^1, s_{ij}^{(0)}(x)^2, s_{ij}^{(0)}(x)^3),$$  \hspace{1cm} (9)

$$s_{ij}^{(0)}(x) = (s_{ij}^{(0)}(x)^1, s_{ij}^{(0)}(x)^2, s_{ij}^{(0)}(x)^3),$$  \hspace{1cm} (9)

$$s_{ij}^{(0)}(x) = (s_{ij}^{(0)}(x)^1, s_{ij}^{(0)}(x)^2, s_{ij}^{(0)}(x)^3),$$  \hspace{1cm} (9)

$$s_{ij}^{(0)}(x) = (s_{ij}^{(0)}(x)^1, s_{ij}^{(0)}(x)^2, s_{ij}^{(0)}(x)^3),$$  \hspace{1cm} (9)

$$s_{ij}^{(0)}(x) = (s_{ij}^{(0)}(x)^1, s_{ij}^{(0)}(x)^2, s_{ij}^{(0)}(x)^3),$$  \hspace{1cm} (9)

$$s_{ij}^{(0)}(x) = (s_{ij}^{(0)}(x)^1, s_{ij}^{(0)}(x)^2, s_{ij}^{(0)}(x)^3),$$  \hspace{1cm} (9)

$$s_{ij}^{(0)}(x) = (s_{ij}^{(0)}(x)^1, s_{ij}^{(0)}(x)^2, s_{ij}^{(0)}(x)^3),$$  \hspace{1cm} (9)

$$s_{ij}^{(0)}(x) = (s_{ij}^{(0)}(x)^1, s_{ij}^{(0)}(x)^2, s_{ij}^{(0)}(x)^3),$$  \hspace{1cm} (9)

$$s_{ij}^{(0)}(x) = (s_{ij}^{(0)}(x)^1, s_{ij}^{(0)}(x)^2, s_{ij}^{(0)}(x)^3),$$  \hspace{1cm} (9)

The crossing-over operator (crossover, crossing) allows you to create offspring chromosomes based on the parents’ chromosomes. Single-point crossover consists in cutting the parents’ chromosomes at a randomly chosen common point of the cut (break) and exchanging the right parts (tails) of chromosomes.

Step 5.9. Adding the vector $s_{ij}^{(0)}(x)^h, h=1,\ldots,12$ to the population.

Step 5.10. Carrying out the operation of single-point mutation of the obtained 12 offspring individuals (mutation rate $q=12$). With the arrival of an offspring individual by mutation, a new offspring individual with mutated genes $s_{ij}^{(0)}(x)^h = (s_{ij}^{(0)}(x)^1_{\text{mut}}, s_{ij}^{(0)}(x)^2_{\text{mut}}, s_{ij}^{(0)}(x)^3_{\text{mut}})$ emerges. Similarly, this operation is performed for other offspring individuals. The mutation operator allows you to randomly make changes to individuals, which later acquire new properties. Single-point mutation consists in randomly selecting a gene that exchanges its value with an adjacent gene.

Step 5.11. Implementation of normalization of partial criteria $p_{ij}^{\text{norm}}(x)$, including the expected cost of alternatives for each $k$-th alternative of evaluating the object state according to the formula:

$$c_j(x) = \left[ c_{j1}(x), c_{j2}(x), c_{j3}(x), c_{j4}(x) \right],$$

where $C(x)$ is the interval of the most expected values. Calculation of interval coefficients $w_{ij}^{\text{norm}}$ of relative importance of partial criteria according to the formula:

$$w_{ij}^{\text{norm}} = \frac{w_{ij}}{\sum_{j=1}^{n} w_{ij}},$$

where $w_{ij}$ is the interval coefficient of relative importance of the $j$-th part of the criterion, which can be represented as intervals, fuzzy triangular, trapezoidal numbers and polyhedral numbers.

Step 5.12. Selection of four individuals (four vectors) out of 12 possible with the largest values of the objective function, which will be parents for the next iteration (generation) or in the case of performing all iterations – the result of calculations.

Since the proposed problem considers four alternatives for estimating the state of an object, only four vectors of the expected state are selected. The selection of individuals is carried out by the ranking method, that is, individuals of the population are ranked according to the value of their fitness function (ranking is carried out in ascending order of values). Since estimates of generalized utility $P(x)$ are presented as trapezoidal fuzzy numbers, the Chiu-Park method is used to select an acceptable alternative for the object state.

Step 5.13. Saving the obtained results.

Step 5.14. Output of results (vectors of alternatives $s(x^k)$) and multicriteria estimation $C_P(P(x^k))$ for each $k$-th alternative).
Step 5. 15. Selection of an acceptable alternative. An acceptable alternative is the one with the greatest generalized utility.

End of the algorithm.

Step 6. HA waiting strategy.

The observation equation is described from the assumption: assuming that the position of the $i$-th HA flock is described by the size of the search space $x_i \in \mathbb{R}^n$.

$A(*)$ is the probability of prey being present in its current location. Taking into account the multidimensionality of the search space, the current location (the place to which the HA moved) will be calculated using the Owen function $T(h, a)$, where $k$ is the HA flight time; $a$ is the distance covered by the HA per unit of time.

$\hat{y}$ is the attractiveness (priority of solution search in the specified search space) of the prey in the current location, which is defined by the following expression:

$$\hat{y}_i = A(x_i), \quad (12)$$

The method of estimating the value of the prey in the current location can be described as follows:

$$\tilde{y}_i = w_i \cdot x_i, \quad (13)$$

The evaluation error $e_i$ is described below:

$$e_i = \|\tilde{y}_i - y_i\|^2 / 2. \quad (14)$$

Meanwhile, $\tilde{y}_i \in \mathbb{R}^n$, the practical gradient $\omega_i$ can be obtained by taking the partial derivative of $\omega$ for the error equation (4) and its direction $\hat{d}_i$:

$$\tilde{g}_i = \frac{\partial \tilde{y}_i}{\partial w_i} = \frac{\partial [\tilde{y}_i - y_i]^2 / 2}{\partial w_i} = (\tilde{y}_i - y_i) \cdot x_i, \quad (15)$$

$$\hat{d}_i = \tilde{g}_i / \|\tilde{g}_i\|.$$  

HA refers to the best HA individual during hunting, based on its experience in assessing prey behavior and taking into account its own opinion.

While HA hunting, the correction of the direction of the best location of the flock elements $d_{bi} \in \mathbb{R}^n$ and the correction of the direction of the best location of the entire flock $d_{gb} \in \mathbb{R}^n$ are taken into account.

This is set taking into account the noise degree of information about the state of the analysis object, which is calculated by the following expressions:

$$d_{bi} = \left(\frac{X_{best} - X_i}{|X_{best} - X_i|} - \frac{f_{best} - f_i}{|f_{best} - f_i|} + d_{gb}\right) \times t, \quad (16)$$

$$d_{gb} = \left(\frac{X_{best} - X_i}{|X_{best} - X_i|} - \frac{f_{best} - f_i}{|f_{best} - f_i|} + d_{gb}\right) \times t, \quad (17)$$

where $t$ is the coefficient that determines the noise degree of information about the research object. The coefficient of data noise is taken according to the reliability of the information before setting HA: reliable, probable, unlikely, doubtful, unreliable, without reliability assessment.

best is the best solution for each variable from the entire set of values.

The integral gradient $g_i \in \mathbb{R}^n$ is described as follows:

$$g_i = (1 - r_g) \cdot \hat{d}_i + r_g \cdot d_{bi} + r_g \cdot d_{gb}. \quad (18)$$

The adaptive weight update method [2] is used here, $\beta_1$ is 0.99:

$$m_i = \beta_1 \cdot m_i + (1 - \beta_1) \cdot g_i, \quad \beta_i = \beta_1 \cdot v_i + (1 - \beta_1) \cdot g_i^2, \quad (19)$$

$$w_i = w_i - m_i / \sqrt{\beta_i}. \quad (20)$$

According to the HA assessment of the current situation, the next food search location $x_{ai}$ can be described as:

$$x_{ai} = x_i + \exp(-t / (0.1 \cdot t_{max})) \cdot 0.1 \cdot hop \cdot g_i, \quad (21)$$

where $t$ and $t_{max}$ are the current iteration time and maximum iteration time, $hop$ is the gap between the lower and upper bounds of the solution space; $y_{ai}$ is the suitability of the food search location $x_{ai}$, which is determined by the number of food sources per unit area.

Step 7. Aggressive strategy. HA tends to randomly search for prey; and its behavior is depicted below:

$$x_{ai} = x_i + \tan(\tau_{ai}) \cdot hop / (1 + t), \quad \tau_{ai} = f(x_{ai}), \quad (22)$$

where $\tau_{ai}$ is a random number in $(-\pi / 2, \pi / 2)$, $x_{ai}$ is the expected next location of the HA; $y_{ai}$ is fitness.

HA prefers to aggressively pursue prey, so the encirclement mechanism is used as a method of updating its position:

$$D_b = x_{best} - x_i, \quad D_g = x_{glow} - x_i,$$

$$X_{as} = (1 - r_g) \cdot x_i + r_g \cdot D_b + r_g \cdot D_g, \quad (23)$$

$$y_{bi} = f(X_{bi}), \quad (24)$$

$D_b$ is the gap matrix between the current location and the best position of this HA flock, while $D_g$ is compared to the best location of all HA flocks; $x_{ai}$ is the expected location of HA; $r_b$ and $r_g$ are random numbers in $[0,0.5]$.

Step 8. Checking the discriminatory condition. After each member of the HA flock decides on its plan, taking into account the basic knowledge of the decision suitability criterion, the flock chooses the best option and performs joint actions according to the decision matrix of the $i$-th HA flock $x_{ai}$:

$$x_{i,j} = \begin{cases} x_{ai}, & \text{if } y_{ai} \geq y_{ai}, \text{ or } r < 0.3, \\ x_i, & \text{else}. \end{cases} \quad (25)$$

$$y_{ai} = \begin{cases} y_{ai}, & \text{if } x_{ai}, \text{ or } r < 0.3, \\ y_i, & \text{else}. \end{cases} \quad (26)$$

$$C_i = \arg \min \{y_{ai}\}, \quad (27)$$

$$x_i = \begin{cases} x_{ai}, & \text{if } x_{ai}, \text{ or } r < 0.3, \\ x_i, & \text{else}. \end{cases} \quad (28)$$
If the minimum value of $y_i$ is better than the current fitness of $y_i$, the heron flock will make a choice. Or if the random number $r (0, 1)$ is less than 0.15, it means that there is a 15 % probability that the worst case scenario will happen.

Step 9. Ranking and sorting the obtained solutions.

After recalculating the HA position, the mutation rate is added. The cost of HA is compared again, the best result is selected from the list of the best (in this case, out of 10). After each iteration, it is necessary to sort the best solutions and reduce the mutation rates.

Step 10. Training HA knowledge bases.

In this study, the learning method based on evolving artificial neural networks developed in [2] is used to train the knowledge bases of each HA. This is necessary to change the nature of movement of each HA, for more accurate analysis results in the future.

The knowledge base is specified from the list of knowledge bases that are used for typical tasks: identifying weapons and military equipment, determining the type and number of similar objects in the area of interest, determining the organizational and staff structure of organizational and staff formations, etc. Neural networks are used to input, output, and update the necessary basic data. The work of this method is given in more detail in [2].

Step 11. Determining the amount of necessary computing resources of the intelligent decision support system.

In order to prevent looping of calculations on Steps 1–10 of the method, the necessary amount of resources that must be involved is determined. The maximum amount of computing resources is defined as the number of calculations per unit of time that the system can perform. Everything above must be involved. When the specified threshold of computational complexity is exceeded, the amount of software and hardware resources that must be additionally involved is determined using the method proposed in [29].

End of the algorithm.

5.2. Example of using the proposed method in analyzing the operational group of troops (forces)

A solution search method using the improved heron flock algorithm is proposed. To assess the effectiveness of the developed method, its comparative evaluation was performed based on the results of research presented in [3–6, 29–31].

Simulation of the solution search processing method was carried out in accordance with Steps 1–11. Simulation of the proposed method was carried out in the MathCad 14 software environment (USA). The problem solved during the simulation was to assess the elements of the operational situation of a group of troops (forces).

Initial data for assessing the state of the operational situation using the improved method:

– the number of sources of information about the state of the monitoring object – 3 (radio monitoring means, earth remote sensing tools and unmanned aerial vehicles). To simplify the modeling, the same amount of each tool was taken – 4 tools each;

– the number of informational signs by which the state of the monitoring object is determined – 12. Such parameters include: affiliation, type of organizational and staff formation, priority, minimum width along the front, maximum width along the front. The number of personnel, minimum depth along the flank, maximum depth along the flank, the number of samples of weapons and military equipment (WME), the number of types of WME samples and the number of communication devices, the type of operational structure are also taken into account;

– options of organizational and personnel formations – company, battalion, brigade.

The initial data for the comparative analysis of the effectiveness of the proposed HFA are set the same for all algorithms, for example, the population size $NP=50$; the maximum number of iterations is 1,000.

Unimodal functions according to which the research was conducted are typical optimization functions. More detailed parameters of these functions are given in Table 1.

Analysis of tabular values given in Table 1 shows the same fitness of HA individuals for the proposed method for the main 7 unimodal functions.

Table 2 shows the results of a comparative evaluation of the efficiency of the algorithms by the criterion of efficiency of decision-making regarding the object state (the speed of determining the object state under reliability restrictions).

<table>
<thead>
<tr>
<th>Name of the algorithm</th>
<th>Number of iterations</th>
<th>Reliability</th>
<th>Time, s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walrus optimization algorithm</td>
<td>1,000</td>
<td>0.9</td>
<td>47.601</td>
</tr>
<tr>
<td>Particle swarm optimization algorithm</td>
<td></td>
<td></td>
<td>47.618</td>
</tr>
<tr>
<td>Flying squirrel search optimization algorithm</td>
<td></td>
<td></td>
<td>45.113</td>
</tr>
<tr>
<td>Artificial bee colony algorithm</td>
<td></td>
<td></td>
<td>46.009</td>
</tr>
<tr>
<td>Ant colony optimization algorithm</td>
<td></td>
<td></td>
<td>47.114</td>
</tr>
<tr>
<td>Proposed method</td>
<td></td>
<td></td>
<td>35.110</td>
</tr>
<tr>
<td>Monkey search algorithm</td>
<td></td>
<td></td>
<td>46.935</td>
</tr>
<tr>
<td>Bat swarm algorithm</td>
<td></td>
<td></td>
<td>44.770</td>
</tr>
<tr>
<td>Locust swarm optimization algorithm</td>
<td></td>
<td></td>
<td>49.155</td>
</tr>
<tr>
<td>Genetic algorithm</td>
<td></td>
<td></td>
<td>46.788</td>
</tr>
<tr>
<td>Cat swarm optimization algorithm</td>
<td></td>
<td></td>
<td>47.883</td>
</tr>
<tr>
<td>Firefly algorithm</td>
<td></td>
<td></td>
<td>46.152</td>
</tr>
</tbody>
</table>
Analysis of Tables 1, 2 allows us to conclude that the specified method can increase the efficiency of decision-making regarding the state of the analysis object by 22–25 %, depending on the type of function.

6. Discussion of the results of developing a solution search method using the improved heron flock algorithm

The advantages of the proposed method are due to the following:
– when initially setting HA on the search plane, the type of uncertainty is taken into account (Step 2), in contrast to [9,11];
– universality of application of the proposed method for analyzing the state of HA objects due to the hierarchical nature of their description (Steps 1–11), in contrast to [12,13];
– simultaneous search for a solution on the plane by several HA (Steps 1–11, Tables 1, 2), in contrast to [13–20];
– convergence and adequacy of the results obtained (Steps 1–11), in contrast to [8,17];
– the ability to avoid the local extremum problem (Steps 1–11), in contrast to [15–17];
– the possibility of deep learning of HA knowledge bases (Step 10), in contrast to [8–22,30].

The disadvantages of the proposed method include:
– the loss of informativeness while assessing the state of the analysis object due to the construction of the membership function;
– lower accuracy of assessment by a single parameter for assessing the state of the analysis object;
– the loss of credibility of the obtained solutions while searching for a solution in several directions at the same time;
– lower assessment accuracy compared to other assessment methods.

This method will allow you:
– to assess the state of the heterogeneous analysis object;
– to determine effective measures to improve management efficiency;
– to increase the speed of assessing the state of the heterogeneous analysis object;
– to reduce the use of computing resources of decision support systems.

The limitations of the study are the need for an initial database on the analysis object state, the need to take into account the delay time for collecting and communicating information from intelligence sources.

The proposed approach should be used to solve the problems of evaluating complex and dynamic processes characterized by a high degree of complexity.

This study is a further development of research aimed at developing methodological principles for increasing the efficiency of processing various types of data, published earlier [2,4–6,30].

Areas of further research should be aimed at reducing computing costs while processing various types of data in special-purpose systems.

7. Conclusions

1. An algorithm for implementing the method was determined, due to additional and improved procedures, which allows you:
– to take into account the type of uncertainty and noise of data;
– to take into account the available computing resources of the object state analysis system;
– to take into account the search priority of HA;
– to carry out the initial setting of HA individuals taking into account the type of uncertainty;
– to carry out accurate training of HA individuals;
– to determine the best individuals of HA using a genetic algorithm;
– to conduct a local and global search taking into account the noise degree of data on the analysis object state;
– to conduct training of knowledge bases, which is carried out by training the synaptic weights of the artificial neural network, the type and parameters of the membership function, the architecture of individual elements and the architecture of the artificial neural network as a whole;
– to be used as a universal tool for solving the problem of analyzing the state of analysis objects due to the hierarchical description of analysis objects;
– to check the adequacy of the obtained results;
– to avoid the problem of local extremum.

2. An example of using the proposed method in assessing and forecasting the state of the operational situation of a group of forces is given. The specified example showed an increase in the efficiency of data processing at the level of 22–26 % due to the use of additional improved procedures of adding correction factors for uncertainty and noise of data, HA selection and training.
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