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1. Introduction

Clustering is a process of dividing data objects (or ob-
servations) into subsets (groups of objects). Each subset is
a cluster when objects in a single subset are alike and differ
from objects from other subsets. A cluster is the unity of
congenerous similar objects which can be considered as sep-
arate independent unit with certain properties [1]. Different
methods of clustering can determine the different number
of clusters in the same set of input data. The split of the
group of objects into clusters is not performed by humans,
but with the use of computer-aided clustering algorithms,
though most clustering algorithms need some partial human
intervention for inputting initial parameters for the efficient
and adequate division. Therefore, clustering is a useful and
effective process, since it can cause the detection of previous-
ly unknown groups of objects in given input data [2].

Preclustering is performed when the user wants to know
whether to perform the clustering process in general, wheth-
er there is no strict structure in input data and clustering
is not necessary. Preclustering algorithm includes decision
rule and stopping rule. When data clustering does not lead
to the clusters identification the preclustering algorithm
indicates about it. However, when the input data contains
clusters, the preclustering algorithm is able to calculate the
optimum number of it, and stop using stopping rule without
making the clustering redundancy.

Nowadays preclustering algorithm is quite relevant and
perspective. Classical clustering algorithms perform cluster-

ing post factum, i. e. input data is always at least once under-
goes the clustering stage. However, is the clustering required
when the input data have no structure (noise, random data
set)? The first application of preclustering algorithm (in the
automatic control field) is the answer to the question wheth-
er the input data may include clusters. Another application
is the property borrowed and integrated from the classical
clustering algorithms, i. e. calculating the optimal number
of clusters, in the case when the decision rule showed the
possibility of its existence.

In this article a stopping rule for a preclustering algo-
rithm has been developed, which is described in detail below
at section 5.

2. Analysis of published data and problem statement

Clustering analysis is widely used in many applica-
tions, such as business analytics, pattern recognition, web
search, biology and safety. Nowadays, data clustering is
developing rapidly which causes the appearance of hun-
dreds of clustering algorithms just published and new
ones still appearing. The fields of science and technology
prospective for the development and investigating new
solutions in clustering analysis are data analysis, sta-
tistics, machine learning, spatial database technologies,
search engines, marketing, production systems for defect
identification, software and hardware systems for detec-
tion of failures, faults etc [3].




Cluster analysis is a statistic method which assumes
that input data structure is unknown or partially known.
The aim of analysis in this case is the detection of some
“category” structure, hierarchic inner structure which
would refer to observations, so, often the problem is for-
mulated as the task of choosing “natural groups” from the
total number of all input objects. But, in spite of this, one of
the most important factors of performing cluster analysis is
the stopping rule of clusterization. The distinctive feature
of clustering is finding a structure in the investigated data,
but its disadvantage is the introduction of an additional
redundant structure into these data. Clustering allows
finding structures even in the data which do not have it
a priori (overclustering) [4]. For example, if input data do
not follow strict distribution laws, are chaotic, or make
up a single general group of all objects, the application of
clustering algorithms in these cases would cause the un-
desirable artificial data splitting. Overclustering leads to
the appearance of artifacts, that is, erratic results of cluster
finding. The clustering process involves finding a balance
between underclustering and overclustering. The stopping
rule helps to perform clustering up to the certain step for
the optimal determination of the number of clusters and
gives the chance to avoid data overclustering. Another ad-
vantage of the use of the stopping rule in the preclustering
algorithm is the considerable decrease in the algorithm
calculation complexity.

Presented problem of setting the optimal, appropriate in-
put parameters of clusters number, that is setting the initial
number of clusters K for further clustering is well described
in the literature, where the new as well as the classical tech-
niques and methods are explained [5, 6]. However, some of
them needs a prior knowledge about the possible number of
clusters and most requires statistical sequential substitution
the number of clusters for comparison and determining
the desired parameters for one or another used technique
[7, 8]. In this article presented and used a stopping and the
decision rule will automatically find the optimal number of
clusters without the previous information about the number
of possible clusters.

3. Purpose and objectives of the study

The key purpose of this paper is analysis of a stopping
rule for the data preclustering algorithm

In accordance with the set goal the following research
objectives are identified:

— creating a stopping rule and modifying a preclustering
algorithm in its accordance, using the connected acyclic
graph for result visualization;

— testing the preclustering algorithm for the selected
cases of input data.

4. Review of main methods and techniques of
clusterization

Today, in literature sources many different data clus-
tering algorithms are described. It caused the difficulty of
the precise classification and categorization of clustering
methods, because some of them can belong to different
categories at the same time. The intersection of the method
categories is the reason of the fact that the method pos-

sesses the features of different categories and it cannot be
referred to certain category. Despite this fact, the general
view of the arranged representation of the classification of
clustering methods is quite important. In general, the main
basic clustering methods can be classified by such catego-
ries [9-11]:

1. Partitioning methods. Taking into account the set of
n objects, partitioning methods split data into k groups,
where each group is a cluster and k<n. Each group after
its splitting should contain at least one object. Each object
belongs to only one group. This requirement can become
weaker, for example, in fuzzy methods of partition. Most
partitioning methods are based on the distance between
objects. These clustering methods work well when seeking
for spherical clusters in small or medium databases.

2. Hierarchical methods. The algorithm creates the hier-
archical decomposition of data objects. Hierarchical meth-
ods can be classified either as agglomerative or divisive
according to the way of forming the hierarchical decom-
position. Agglomerative, or so-called bottom-up approach
begins its activity from assigning every object to a separate
group, sequentially merging objects or groups of objects
which are similar to each other into bigger clusters, until
all objects belong to one general group, or at the condition
of stopping the clustering process. Divisive or so-called
top-down approach begins with merging all objects into
one general cluster and then sequentially splits the group
of the objects into smaller ones, until every object belongs
to separate cluster. The hierarchical methods are based on
the distance between objects, but the parameters of density
of object aggregations can also be used here. The hierar-
chical methods act by sequential split or merge of objects
at each iteration of the algorithm. These methods are those
of direct action and their drawback is the impossibility of
returning to the result of previous iteration (for example,
for correcting erratic decisions).

3. Density-based methods. Such methods can detect
only spherical clusters, and problems may arise while de-
tecting arbitrary form clusters. Other clustering methods
were developed on the basis of the notion of density. The
cluster is growing till density (a number of objects) in
some area of investigation exceeds some threshold value.
This group of methods (based on the density of objects)
precisely detects clusters with dense object aggregation,
but these methods are not effective at the analysis of fuzzy
groups of objects (for example, at the uniform distribution
of objects).

4. Grid-based clustering methods. Grid methods are
based on the quantization of space of the objects into the
given number of sells which make up grid structure. The
peculiarity of the algorithms belonging to this group is the
transfer from the analysis of separate sample objects to the
analysis of the objects of the grid structure. Being calculated
easily, they offer a possibility of detecting the clusters of a
complex shape. One of the drawbacks of grid algorithms is
the strong dependence of the quality of detected clusters on
cell dimensions.

5. Model-based methods. This type of algorithms use cer-
tain models for clusters and tries to optimize the fit between
the data and mathematical models. In model-based cluster-
ing, it is assumed that the data are generated by a mixture
of probability distributions in which each component rep-
resents a different cluster. Main drawbacks are finding the
initial distribution parameters, and setting the appropriate



model which is user dependence. Another disadvantage is
slow processing time on large data sets.

Review of clustering methods and their brief characteris-
tics is presented at the Table 1.

Table 1

Review of clustering methods and their brief
characteristics

Method General characteristics

— detect spherical clusters

— are based on the distance between objects
Partitioning |— can use mean value or medoid for presenting a
cluster center

— are effective for small or medium data sets

— are based on data decomposition

Hierarchical | cannot correct erratic merges or splits of objects
— detect arbitrary form clusters
Density- |- cluster are groups of objects with high density
based separated by areas with low density
— can filter outliers
— use the grid resolution of data structure
Grid-based |- are independent of a number of objects, but

depend on grid dimensions

— each component is described be the density
Model-based |function
— cluster objects match the distribution

The preclustering algorithm [12] as opposed to other
existing algorithms does not require that input parameters
or threshold values should be set for the correct determina-
tion of the number of clusters. Therefore, this preclustering
algorithm has been chosen from the totality of the clustering
algorithms as priority for the primary analysis of input data
being investigated.

5. Description of the investigated algorithm

The published preclustering algorithm and its main part —
the decision rule — determines the existence of one or two
clusters in the input data array. This algorithm uses several
assumptions:

a) input array is partitioned into two clusters K; and K,
accordingly,

b) input array is a single general cluster including all
investigated objects.

The preclustering algorithm is based on the Euclidean
distance between objects in two-dimensional space. Preclus-
tering is the procedure of checking the possibility of input
data clustering. For effective and adequate performance of
this algorithm forced c-means clustering of the whole input
data array is carried out. Forced clustering allows the split
of the input array into two clusters and the comparison of
their parameters with the help of the decision rule. After the
forced split of the input array into two clusters, the average
distances d,(K,) and d,(K,) of each cluster K, and K,
accordingly are calculated separately, as well as the mean
distance of the general cluster d,,(K,UK,) created by
merging two clusters.

Calculated mean distances d,(K,) and d,(K,) of
separate clusters K, and K, are compared with the mean
distance of general cluster d,,(K,UK,) with the help of the
decision rule.

M

otherwise.

{if (K UK,) > d (K +dy(Ky),

If the first decision rules inequality is true — analyzed
data array consists of two separate clusters, otherwise — ana-
lyzed data array makes up one cluster. Despite the ad-
vantages of this preclustering algorithm, it has several
drawbacks. The problem of this algorithm is hidden in the
decision rule. Its performance is based on the assumption
that the input data array is either one general cluster or
two separate clusters, but the algorithm cannot detect more
than two clusters in one data array (for example, three of
them). But in practice the number of clusters in one data
array can be infinitely large, so the preclustering algorithm
for the correct detection of any quantity of clusters should
be verified. For algorithm verification a modified decision
rule is proposed, as well as its interpretation in the form of
connected acyclic graph.

6. Verification of algorithm parameters

The verification of the parameters of preclustering
algorithm consists in the change of the decision rule and
its testing for different types of input data samples. Due
to the impossibility of testing all possible cases some sim-
plifications and generalizations were introduced. Chosen
cases are input data with normal distribution law which
were aggregated into one or more clusters. For the adequate
finding of the number of clusters the decision rule was mod-
ified as follows:

Step 1. The application of forced k-means clustering for
the initial input data array. Forced clustering splits all input
array into two clusters. With the help of the decision rule (1)
it is checked if this data array contains one general cluster or
two separate clusters. If a general array is a single cluster, the
preclustering algorithm stops at this step, but if according to
the decision rule two clusters exist, the algorithm continue
to split each separate cluster.

Step 2. For each separate cluster the forced split into two
clusters is performed with the help of a k-means algorithm
and the calculations and comparison of mean distances are
carried out using rule (1).

Cluster splitting stops when at a proper step the mean
distance of the general cluster (parent) is less than the sum
of mean distances of split clusters (sons), i. e.

d (K,

ij..n

)+ dz(Ki,j,,,n )>d,, Kijn)
Numbering of clusters canbe like K;; , , where i,j...n=0,1
is cluster indexation according to the splitting step. At one
step the cluster can take on either value 0 or 1, because the
forced clustering splits a cluster into two separate groups.
For example, when a primary cluster K, splits, two clusters
Ky, and K, can be formed.

For the detailed analysis let us consider cluster deter-
mining by the example shown in Fig. 1, a, b.

Step 1. Using forced k-mean clustering we split input
data array into two clusters having K=2 (the number
of clusters) as an input parameter for k-means. Forced
clustering splits the whole array into two clusters K,
and K,,. With the help of the decision rule (1) we check
whether one general cluster (K, =K,,UKj,) is present in



this data array, or there are two separate clusters K, and
K,, there.

Checking split clusters and general joint cluster with the
decision rule (1), we can draw a conclusion that more than one
cluster exists in this array. For determining the particular num-
ber of clusters the force split of separate clusters is continued.

Step 2. For each separate cluster, that is, for K, and K,
the forced split into two clusters is performed with the help
of the k-means algorithm and the calculation of their mean
distances. At the split of the cluster K, into two clusters,
the cluster K, is considered to be a unified general cluster
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(a parent), and clusters K,, and K,,, are resulting sepa-
rate clusters (sons). Similarly to this, the split of the cluster
K,, into two separate clusters K, , and K,, is performed.
The forced split of the clusters is shown in Fig. 2.

Checking the split of the cluster K, with the decision
rule (1) we can draw a conclusion that resulting clusters
Koo and K, are not separate, that is, the split of the
cluster K, will not cause the appearance of new clusters.
The stopping rule does not allow splitting clusters K, and
Ky, because the condition of existence of two clusters is
not satisfied.
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Fig. 1. Example of splitting the two input data array into two clusters (Step 1):
a — initial data set, b — data set is divided into clusters
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Fig. 2. Example of the split of separate clusters Koo and K 1 (Step 2):
a — split of a cluster K g into two clusters, b — split of a cluster Kg 1 into two clusters



Split of cluster X, ,
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Fig. 3. Example of the split of separate clusters Ko, 1,0 and Kg 1,1 (Step 3):
a — split of a cluster Ky 19 into two clusters, b — split of a cluster Kg 1,1 into two clusters

Splitting the cluster Ky, and checking it with the deci-
sion rule (1) we can draw the conclusion that two separate
clusters Koo and Ky, exist. For checking the possibility of
the existence of smaller clusters each separate cluster K,
and K, is forced to split into two clusters.

Step 3. Each separate cluster K, and K, is forced
to split into two clusters. The k-mean split of each cluster is
shown in Fig. 3.

Checking split separate clusters with the decision rule
(1) we can draw the conclusion that clusters K, and K,
do not contain smaller clusters, that is, the split of these
clusters will not cause the appearance of new clusters. This
fact stops the preclustering algorithm, since the whole input
data array has been checked.

To show how the decision rule and the stopping rule
work the connected acyclic graph is used which can be
shown as in Fig. 4.

Fig. 4. Decision and stopping tree of the preclustering
algorithm

The division of the cluster begins from the main general
cluster sequentially splitting every next cluster into two

clusters and checking clusters with the decision rule (1) at
every step of the division. As it can be seen in Fig. 4, every
cluster (a parent) can be split into only two parts, that is,
it can have only two sons, and their indexation will be 0
or 1. The indexation begins from general cluster and grows
sequentially (top-down) to the desired particular cluster.
On these conditions the index of a previous cluster shows
which cluster have been split (which cluster is a parent).
The results of performing the decision rule (1) are marked
as follows:

“0” — This group of objects is a separate cluster. Forced
division is performed for checking the possibility of the exis-
tence of smaller clusters in given separate cluster.

“e” —Given group of objects is not a separate cluster; it is
only a part of a bigger cluster. At this step the forced division
stops.

At Fig. 4 it can be seen that at the second step of split-
ting two clusters K, and K, appeared, but at the third
step of splitting clusters K, and K,,; descended from
the cluster K, . The preclustering algorithm together with
the stopping rule detected three clusters in the given input
array. The calculation of the number of clusters is performed
at the last step under the condition that the given group of
objects is a cluster.

7. The verification results of the preclustering
algorithm

Chosen samples of input data were analyzed and tested
by the preclustering algorithm together with the stopping
rule and then represented in the form of trees in Table 2.



Samples of input data analyzed and tested by preclustering algorithm and stopping rule

Table 2

Nr..

Input array of two-dimentional data

Representing the algorithm performance in the form of a tree

In this array there is one cluster

In this data array there are two clusters

Ky, and K,
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In this data array there are three clusters
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In this data array there are four clusters

KO,O,O ’ I<0,0,1 ’ KO,LO ’ I<0,1,1




Forced k-means clustering can be replaced by some other
clustering algorithm based on the distance between objects
(c-means, x-means, k-medoid).

8. Conclusions

In this article the analysis of the applying the stop-
ping rule in the preclustering algorithm with the usage
of connected acyclic graph for results visualization has
been performed. Testing the performance of the stopping
rule on different samples of input data confirms the ex-
pediency of its usage in the preclustering algorithm. The
modified decision rule and stopping rule allow us to find
any number of clusters in the input data, and at the same
time the number of clusters that had been found is the opti-
mal number and does not require checking using different

validity measures. Their advantage is also the considerable
simplification of algorithm calculations. In spite of the
advantages of the preclustering algorithm applied together
with the stopping rule, there are drawbacks [13] which
impose some limitations of the correct determination of the
number of clusters. One of the drawbacks is the dependence
of the results on calculated mean distances, that is, on the
results of k-means clustering. If clusters are located close
to one another and contain isolated objects (single objects
located far from other objects of a cluster), the stopping
rule can work incorrectly (for example, k-means algorithm
will continue splitting the data array when it really should
be stopped).

Since in practice clusters could be of arbitrary size and
shape, next step will be the development of the preclustering
algorithm and its further modification for detecting clusters
based on the objects density.
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