
Eastern-European Journal of Enterprise Technologies ISSN 1729-3774	 4/4 ( 82 ) 2016

50

 A. Trunov, 2016

1. Introduction

The difference and commonality of two paradigms of 
contemporary development of physics and cybernetics, de-
scriptive and prescriptive [1–21], stimulated over recent 
decades their mutual influence and development. Cybernetic 
approach [1–15, 21–47] and formation of prescribed behavior 
[41–45], as the new paradigm of controlled interaction and 
information connection, is becoming increasingly common. 
Its realization [2, 8, 10, 11–13, 21, 25, 28, 29, 31, 34, 48],  
observed in the living organisms, by being artificially cop-
ied, is also formed when designing machines [1, 5–8, 15–18, 
31–32], in the integrated computer systems [14–17], orga-
nized production facilities and public structures [9, 15–18, 
19–20]. In the recent decades, it has emerged as the neces-
sity of engineering practice [21–26, 40–46, 49–51]. It must 
be specially noted that the introduction of the controlling 
influence, which realizes the prescribed – model function-
ing of a system from many other possible, distinguishes it 
as particularly interesting for realization. The widespread 
implementation of cybernetic approaches in view of its ad-
vantages becomes absolutely relevant [40–46, 50]. The most 
widely used approach that is applied to building up control 
algorithms in nonlinear systems is the method of speed 
gradient, which is presented in the paper [43]. It “explores 
formation of control algorithms in nonlinear systems” for 
the model of “continuous non–stationary system in the form: 
X F(X, U, t),=  with the purpose of control in the form of the 
smooth objective function Q(x,t) 0≥ ”.

However, in spite of the positive results of application, 
this method based on axiomatic assumptions. For exam-
ple, about proportionality between the rate of change 
in the controlling action and the gradient, taken by the 
controlling action from the speed of change in the objec-
tive function. Besides the mentioned, the assumption is 
frequently used about proportionality between the con-
trolling influence and the rate of change in the objective 
function. Such assumptions are postulated and require 
thorough checking and correction. At the same time, for 
further successful realization of the paradigm of prescrib-
ing with other forms of objective functions and availabil-
ity of constraints in the form of inequalities, solving a 
whole range of questions is required. They should include: 
development of generalized methods of analytical synthe-
sis of the expressions of controlling influence; forecasting 
and evaluation of variable strategies [15–18, 31], fore-
casting parameters of the system [9, 15–20, 31], filtration 
and optimization [15, 28]. In this regard, the paradigm of 
adequacy [32] and its application for analytical evaluation 
[35–36] and improvement of the model [38] is of interest. 
It is especially attractive for the formation of analytical 
scientifically-substantiated methods of control of such 
non-stationary systems [39]. Thus, a generalized realiza-
tion of the paradigm of control of a dynamic object, i. e., 
changing its properties in the control process, as the basis 
of analytical synthesis of controlling action, is a relevant 
task, whose solution opens up the prospects of construct-
ing cybernetic systems of control.
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2. Literature review and problem statement

At present, there is a number of papers, in which the 
problem of managing non-stationary systems in small and 
in the asymptotic sense by cybernetic methods is posed. Its 
solution, in the form of harmonic excitation control, changes 
radically both the properties and dynamics of the system, 
converting chaotic motion to the periodic one [1–6, 43, 44].

However, nonlinearity, as the main reason and special 
feature of this phenomenon, could not be taken into account 
in full, due to inefficiency of the used methods of lineariza-
tion, a piecewise constant approximation and the complexity 
of the methods of nonlinear analysis. Another reason, which 
hampers the application of the modern apparatus of nonlin-
ear control, is the qualitative difference of the traditional 
tasks of control from the cybernetic ones. As shown in the 
analysis of the papers [43, 50], dedicated to the development 
of prescribed paradigm, such tasks as: synchronization of 
chaotic oscillations of systems; creation of modes with as-
signed properties; change in the phase portraits of model, 
were even not considered by traditional methods of descrip-
tive paradigm.

Despite the fact that cybernetic methods are character-
ized by the weakened requirements, demanded of the pur-
pose of control, the requirements for minimum interference, 
contained in them, are more rigid [15–17, 25–29, 43, 44]. 
It is the requirement of minimum interference that makes 
them attractive not only for the synthesis of control in the 
chaotic systems, but also for the application to a broader 
class of the tasks of control over oscillating processes  
[25, 37, 40–46]. The application of cybernetic methods to 
the control of social-economic [9, 20] or quantum systems 
in the microcosm [3, 7, 10, 11, 26, 34, 40–48], finding 
the criteria of manageability [32], makes it possible to 
build quantum models and to manage molecular systems 
[34, 40–46], including photobiostimulations [21, 34, 48]. 
However, the scientific substantiation and generalization 
of certain attempts of construction of cybernetic methods 
of control over nonlinear systems is the main unsolved 
problem. The analysis of articles [40–46, 49, 50, 51] shows 
that the idea of speed gradient, while efficient at solving 
a number of problems, in the majority of the cases, when 
constructing controlling action, is based on the axiomatic 
hypothesis about proportionality of gradient on the rate 
of change in the objective function and the rate of change 
in controlling influence [43, 50]. For this reason, it does 
not have generality [43, 49–51], and, consequently, the 
search for the general fundamental regularities that allow 
establishing the connection between them is of scientific 
interest and is a relevant task for building up the strate-
gies of control of nonlinear systems. At the same time, the 
basis for the cybernetic methods of control is cognitive 
analysis of inner properties and predicted capabilities of 
both the system itself and of the systems interacting with 
it, the properties and relative positions of which are con-
sidered in accordance with the paradigm of prescribing  
[11–13, 19]. The comparative approach, proposed in the 
papers [19, 33], increases their efficiency as the result of 
replacement of direct measurements with comparison. It 
formed the comparative theory of cognitive activity and, 
in particular, of such stages as identification, multifactor 
assessment, verification of models.

Realization of this theory in the course of cognitive 
activity makes it possible to verify the formed models and 

to assess applicability of computational methods, as well as 
estimate their sensitivity to the peculiarities of the solved 
problems [19]. Gathering the criteria of comparison is 
the key element of this theory. The analysis of properties 
and the selection of the types of these criteria lead to the 
natural-scientific understanding of adequacy as one of the 
categories of the theory of cognitive activity. It is widely ac-
knowledged that the criterion of adequacy is comprehensive. 
It is characterized by such features as: reliability, accuracy, 
depth, completeness, essentiality, simplicity, applicability. 
The solution of the problem of quantitative assessment of ad-
equacy, recorded in the form of a uniform expression, which 
considers several properties simultaneously, is demonstrated 
in [37]. The application of this concept to the improvement 
of the processes of design is a promising prerequisite. Thus, 
for example, in the paper [32] it was applied to the syn-
thesis of different types of regulators, and in the articles  
[35–38] – to the improvement of the process of constructing 
a mathematical model. In this connection, let us define the 
goal of the present work as the substantiation of the method 
of selection of controlling action, based on cybernetic ap-
proach to the control of a dynamic nonlinear object (NO), 
which realizes the paradigm of the prescribed behavior as the 
problem on maximization of adequacy in the interval and at 
the particular point.

3. The purpose and the tasks of the research

The studies, conducted in the present work, set the goal 
of establishing interrelations between the three criteria that 
determine the concept of adequacy, and controlling action 
for the processes of the actual and prescribed functioning of 
non-stationary, nonlinear system.

To achieve the set goal, on the example of vector model 
in the form of nonlinear non-stationary system of differ-
ential equations of the first order, the following tasks are 
formulated:

– to form a system of equations that maximizes the ade-
quacy of two processes by one of its criteria, accuracy, as the 
problem of minimization with the constraints in the form of 
inequalities;

– to explore the possibility of complementing the system 
of equations of the problem of minimization with indepen-
dent equations with the availability of separate target and 
model;

– to examine the possibility of complementing the sys-
tem of equations of the problem of minimization with two 
independent equations with the use of two additional criteria 
of adequacy: depth and completeness, and to derive equa-
tions for the synthesis of controlling action;

– to perform assessment of the norm of error of the vector 
of strategies and to present it in the form of dependency on 
the properties of object, error in the function of efficiency, 
synthesized law of controlling action and the prescribed law 
of object functioning.

4. Setting and solving the problem on control of  
efficiency of a nonlinear object

Let us introduce n-component vector of strategies ( )X t ,
the components of which describe the states of a non-station-
ary system [43] and they are independent functions of time. 
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Each of these components and the vector as a whole can be 
reflected into an n-dimensional space. Let us assume that the 
prescribed change in the vector of state is set in the interval 
of time [0, t] also by the n-component vector of strategies 

( )eX t ,  then we introduce the objective function:

( ) ( ) ( )et t t .X XΨ = − 				    (1)

Let us also assume that the description of non-stationary, 
nonlinear system is generalized with the help of a mathemat-
ical model:

( )( )d
f X t ,t, A , C , I ,U .

dt
Ψ =            			  (2)

In the equation (2), it is designated: U  is the m-dimen-
sional vector of controlling action; A    is the kinematic ma-
trix of a housing; which considers its kinematic parameters 
and spatial positioning (it is introduced by the author in the 
monograph [32]); C    and I    are the matrices of coeffi-
cients of resistance and added masses, the consideration of 
which is necessary for determining separate components of 
the vector of strategies ( )X t .

In a general case, all mentioned magnitudes are the func-
tions of time and, from the point of view of generality, this 
model is not different from the model of a non-stationary sys-
tem [43], adopted as the basis of the study, but it additionally 
takes into account mechanical motions of the housing. For 
compactness of the record, this dependency on time is not 
conditionally shown.

Let us also define the magnitude of the efficiency Q as 
the k-dimensional vector, whose components are calculated 
by the methodology [36] and which are determined by the 
set of factors, for example: by technological result, by re-
source consumption, by probability and time of full realiza-
tion. However, the formation of this function was discussed 
in the paper [36] and it is not the subject of the present stud-
ies; therefore, let us confine ourselves to the assumption that 
it exists and that its components are the three times differen-
tiated functions of the vectors of strategies and control, and 
they also depend on external influences and the properties of 
actual object, which will be simulated:

( )1Q Y,X, A , C , I ,U .f=           

It should be noted that the assumption about existence 
and continuity, and differentiability of this function for each 
specific case of the object of control is subject to prove, which 
cannot be realized on the model, selected as the object of 
the study. It goes without saying that this circumstance and 
condition defines the limits of applicability of the results of 
these studies and it is used as the known, well-proven in the 
natural sciences, method of assumptions. Let us also assume 
that this function is integrable with square and set by the 
paradigm of prescribing in the form:

( )1 e* Y, , A , C , I ,U,t ,Q f X=           

then in the interval [0, t], its norm with the Euclidean metric 
will be determined:

( )
t 2

*
0

Y, , A , C , I ,U, d .Q f X1 e = τ τ           ∫

Now let us examine two processes Q* – prescribed and 
Q of the actual functioning (further on, for simplicity and 
reduction of record, the actual dependency on time formally 
is not shown). Their adequacy, obviously, will be determined 
by the magnitude of deviation. It is shown in the paper [37] 
that the local adequacy, i. e., at the given point in time, is best 
characterized for the two compared processes by relative 
error. In this case, the minimization of the square of relative 
error corresponds to the maximization of adequacy. Since 
the model is accepted as the object, let us further confine 
ourselves to examination of relative error.

Thus, we will write down the dimensionless function 
as a dimensionless deviation of the function of efficiency or 
relative error:

( )* *Q / ;Q Qδ = − * 0.Q ≠ 			   (3)

Let us form a quadratic form with the aid of dimension-
less vector – function (3):

( ) [ ]
T1F Y,X, A , C , I ,U P ,

2
δ         = δ          		  (4)

where P    is the positively determined matrix, whose other 
properties we do not limit as yet. Let us set the problem of 
minimization of the objective function:

( ){ } [ ]
T

U U

1F Y,X, A , C , I ,U P ,min min
2

 
= δ          δ         

 

in the presence of constraints in the form of inequalities:

( )3 j jj Y,X, A , C , I ,U 0;g bf= − ≤           j 1,m.= 	 (5)

Lagrange’s function will be written down as follows:

( ) [ ]
( )( )

T

m

3 jj j
j 1

1
L X, P

2

Y,X, A , C , I ,U .bf
=

Λ = δ +   δ    

+ −     λ      ∑ 	 (6)

Introducing the vector–function 

( )3 Y, X, A , C , I , U ,F             

the components of which are set in the form 

( )3 j Y, X, A , C , I , U ,f             

and the matrix-column b    with the components bj, we 
write the Lagrange’s function in the form:

( ) [ ]
( )

T

T
3

1
L X, P

2

Y,X, A , C , I ,U b .F

Λ = δ +   δ    

 + −       Λ          		  (7)

Now, in accordance with the method of Lagrange’s mul-
tipliers, the vector of strategies X , the vector of Lagrange’s 
multipliers, auxiliary vectors V  and W  will be defined as 
the solution of the system, which minimizes objective func-
tion – the square of the relative deviation:
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As a result of simple algebraic conversions (from the first 
equation of the system (8), by multiplying it preliminarily by 
the transposed vector of strategies, we subtract the second 
equation, multiplied by the transposed vector of Lagrange’s 
multipliers), and also, taking into account two other equa-
tions and conditions of the saddle point:

( )TT P 0,X x δ δ =     ∇∆      

we will obtain:

m

j j
j 1

0.b
=

=λ∑

From the last equation of the system (8), taking into 
account the condition of additional non-rigidity, let us find, 
through simple comparison, the auxiliary vector W :  

T
1 i nW ,..., ,..., .b b b=   

In addition to this, in accordance with the physical 
sense, by definition, let us write down expressions for the 
Lagrange’s multipliers:

( ) ( ) 1
T

3 jj
1

P ,f Y,X, A , C , I ,Uxx2

−

= − δ δ     λ ∇ ∇                   
and form additional equation:

( ) ( )m 1
T

3 j j
j 1

P 0,bf Y,X, A , C , I ,Uxx
−

=

 
δ δ =     ∇ ∇                   

 ∑  

which will complement the system (8), but owing to its 
uniformity it will not allow obtaining a single solution. 
Taking into account the last equation, let us rewrite the 
system (8):

( ) ( )

( )( )
( ) ( )

m
T

3 jx j
j 1

m

3 jj j
j 1

m 1
T

3 jx j
j 1

T

T

1
P Y,X, A , C , I ,U V 0,fx2

Y,X, A , C , I ,U b 0,bf

P 0,bf Y,X, A , C , I ,Ux

V 0,X
b 0.

=

λ
=

−

=


δ δ + − =           ∇ ∇ λ            




− + =       ∇ λ        


 δ δ =     ∇ ∇                 


 =

= Λ  

∑

∑

 ∑  



This system is also not complete; therefore, it does not 
have a single solution. It has n+2m+2 equations at the 3n+ 
+2m unknowns. For increasing the degree of completeness, 
we will use the recurrent approximation [32] of objective 
function, as this was also demonstrated in the papers  

[38, 39]. Realization of these ideas in the 
form n 1+  – recurrent approximation of the 
objective function:

( ) { }

( ){ }
( ){ }

T
n 1

X Xn

T
T

n
X Xn

TT 2
n nx

X Xn

1
F PX 2

1
X Px2

1
PX X

4

+
=

=

=

= +δ δ          

+ +∆ δ δ     ∇      

+ ∆δ δ     ∆ ∇      

leads to the new form of the Lagrange function

( ) { }
( ){ }
( ){ }

( )

T

X Xn

T
T

n
X Xn

TT 2
n nx

X Xn

T
3

1
L X, P

2

1
X Px2

1
PX X

4

Y,X, A , C , I ,U b .F

=

=

=

Λ = +δ δ          

+ +∆ δ δ     ∇      

+ ∆ +δ δ     ∆ ∇      

 + −       Λ         

Disclosing directly for the selected objective function 
the expressions of gradient of the first and the second order:

( ) ( ) ( )T T T
P P P ;x x xδ δ = δ δ + δ δ                 ∇ ∇ ∇                 

( ) ( )
( ) ( ) ( )

T T2 2
x x

T T 2

x

P P

2 P P ,x x

δ δ = δ δ +           ∇ ∇           

+ δ δ + δ ∇ δ           ∇ ∇           

we will find that the auxiliary vector V  depends only on the 
form of the objective function:

( ){ }
( )

( ) ( ) ( )

T2
nx

X Xn

T2
x

n
T T 2

x
X Xn

1
V P X

4

P1
.X

4 2 P Px x

=

=

= − ∆ =δ δ     ∇      

δ δ +     ∇      
= − ∆

+ δ δ + δ ∇ δ           ∇ ∇           

  
 
  

Another possible variant of complementing the sys- 
tem (8) are the cases when the point of the solution is not  
the saddle point, and then the condition is satisfied:

( )T m
T

j j
j 1

1
P 0X bx2 =

δ δ + =     ∆ ∇ λ      ∑  

or

( )T
T T1

P b 0X x2
δ δ + =       ∆ ∇ Λ       

and the system will be complemented with equation, but 
with the unknown auxiliary vector:

( ) ( ){ }
( )

TT T
x 3

3

T

T

1
P Y,X, A , C , I ,U b V 0,Fx2

Y,X, A , C , I ,U b W 0,F (8)

V 0,X
W 0.

  δ δ + − − =             ∇ ∇Λ               

 − + =               


=
 =Λ
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( ) ( )

( ){ }
( )( )

( )

m
T

3 jx j
j 1

T2
n nx n

X Xn

m

3 jj j
j 1

1
T

3 j

1
P Y,X, A , C , I ,U V 0;fx2

1
V ; ;XP X X

4

Y,X, A , C , I ,U W 0;bf

P f Y,X, A , Cxx

=

=

λ
=

−

  δ δ + − =           ∇ ∇ λ            
  

= − ∆ = ∆δ δ     ∇      

  − + =     ∇ λ      
  

δ δ     ∇ ∇          

∑

∑

( )
( )

m

j
j 1

T
T T TT

0;b, I ,U

1
P b 0; V 0; W 0.X Xx2

=












 =     

 δ δ + = = =       ∆ Λ∇ Λ       


 ∑  

However, assuming that as a result of change in the sta- 
te of the system from a certain initial value to the new, in 
which the objective function reaches a zero value, i. e., 
a zero deviation of efficiency from the reference one, we 
will obtain, taking into account the expression of the ob-
jective function (4) from the first equation of the system:

{ }
( )

T

X Xn

m
T

j x 3 j
j 1

1
P

2

Y,X, A , C , I ,U .fX

=

=

=δ δ          

=      λ ∇∆      ∑

The system (8) realizes maximization of adequacy by 
one of the criteria, which determine adequacy – accuracy 
[32, 36, 38], since the problem minimizes the relative square 
of deviation of efficiency, which in turn ensures local corre-
spondence of the model to the object. For the provision of 
maximization by two other criteria – depth and complete-
ness – let us conduct additional studies. Thus, we examine 
the properties of the Lagrange’s function (7), 
which satisfies the problem on its minimization in 
the time interval as the problem on the maximi-
zation of adequacy. As shown in the articles [37, 
38], the adequacy of any model in the section of 
determining one of the arguments – time from zero 
to the current moment t is maximized, if

( ){ }2

X
,L X,min Λ

the latter is equivalent to the condition:

( ) ( )XL X, L X, 0. Λ Λ =∇  

As a result of heterogeneity and nontriviality of the prob- 
 
lem ( )L X, 0,Λ ≠  and, consequently, ( )X L X, 0. Λ =∇    For a 

generalized problem, as one of the components of the vector 
X,  the time is used, i. e., the time is recorded implicitly. In 
this problem we separate it on purpose, and in this case we 
note that the controlling influence ( )( )u X t ,t is the function 
of both the vector of strategies and time.

As an example, let us take, similarly to [43], the system, 
linear by inputs (2), in which:

( )( )
( )( ) ( )( ) ( )( )

f X t ,t, A , C , I ,U

G X t ,t B X t ,t u X t ,t ,

=          

= +

where ( )( )G X t ,t  is the n-component vector, ( )( )B X t ,t  is 
the matrix – function of dimensionality of nxm. 

In connection with the presented above, the Lagrange’s 
function is a complex function, so for its analysis let us find 
the substantial derivative:

( ) ( ) { } ( )
{ } ( )

T T T
x

T T T
u

dL X, L X,
P X

dt t t

P .u
t

Λ ∂ Λ ∂
= + δ δ +     ∇     ∂ ∂

∂
+ δ δ     ∇      ∂

Further, taking into account that the time t is an in-
dependent variable, on which the vector of strategies ( )X t  
depends, and, consequently, deviation from the prescribed 
behavior of the function of objective of the system δ   , let 
us convert the substantial derivative to the form:

The controlling action ( )( )u X t ,t  is the magnitude, de-
pendent on the time and on the vector of strategies, but it, 
in particular, influences the Lagrange’s function; therefore, 
let us calculate, as the indicator of sensitivity of the system 
to the changes in controlling influence, its gradient by con-
trolling influence on the rate of change in the Lagrange’s 
function. The latter, after a series of conversions, will take 
the form:

Now let us examine the equation (9), which, relative to 
controlling action for the fixed point, will be reduced to a 
nonhomogeneous ordinary differential equation with vari-
able coefficients:

{ }( ) ( )( ) { } ( )( ){ }
( ) { } ( )( )

T T TT
u x

T T
x e

P B X t ,t u X t ,tu

L X, d
P G X t ,t .X

t dt

δ δ + δ =       ∇ ∇       

∂ Λ  = − − δ δ +     ∇        ∂



(11)

Thus we obtained two additional equations (10), (11), 
complementing the system (8), which realize the paradigm 
of prescribed control, due to the application of the paradigm 

( )

( )( ) { } ( )( ) { } ( )
( ) { } ( )( )

T T T T
x u

T T
x e

dL X,

dt

P B X t ,t u X t ,t u
t

L X, d
P G X t ,t . (9)X

t dt

Λ
=

∂ = δ δ + δ +       ∇ ∇         ∂ 
∂ Λ  + + δ δ +     ∇        ∂

( )

{ } ( ) { } ( )

{ } ( )( ) ( )( ) ( )( )

{ } ( )

{ } ( )( )

u

T T T TT T
u x u

T T
x u e

T T T
u u

T T T
x u

dL X,

dt

P P uX
t t

d
P G X t ,t B X t ,t u X t ,t X

dt

P u
t

P B X t ,t P

 Λ
  =∇
  

∂ ∂ = δ δ + δ δ =           ∇ ∇ ∇            ∂ ∂ 
 = δ δ + + +     ∇ ∇       
 

∂ + δ δ =     ∇ ∇       ∂ 

= δ δ + δ         ∇ ∇         { } ( )T T
u . (10)u

t
∂ δ ∇    ∂ 
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of adequacy. Let us designate them the equations of adequate 
synthesis of controlling action.

5. Analysis of the obtained equations and  
estimation of error

As shown in the papers [32, 39, 47], the system (8) has 
a set of decisions, since the number of unknowns in it ex-
ceeds the number of equations. The latter sets a constraint 
on the quantity of inequalities (5), the quantity of which 
substantially decreases. Until now, the resolution of this 
contradiction has been accomplished by the application of 
approximate approximations [32] and introduction of new 
representations of the condition of the saddle point for non-
quadratic forms [39]. These solutions do not depend on the 
principles of control both in the local – small and in the as-
ymptotic sense, and essentially provide certain approximate 
solutions. They are reflecting only static properties and, re-
spectively, require the decrease in time intervals to account 
for the influence of nonlinearity and non–stationarity. The 
proposed equations (10), (11) – the equations of adequate 
synthesis of controlling action consider both dynamic prop-
erties of the object and the properties of objective function.

They are obtained based on the fundamental provi- 
sion – maximum accuracy is reached at the minimum 
magnitude of the square of error. The error it self for the 
complex function at the particular point is determined by 
the substantial derivative, gradient of the vector-function, 
by time intervals, by deviations of the vector of states and 
controlling action over this time interval.

Besides the mentioned, it should be noted that the ob-
tained equations (10), (11) complement the system with 
two additional equations, which is especially important in 
the case of setting and solving optimization problems with 
the inequalities constraints [32, 38, 47]. For comparing the 
results, received in the articles [43], let us write down for the 
introduced designations in accordance with the algorithm of 
the method of speed gradient:

( ) { } ( )( )T T
u x

dL X,
P B X t ,t ,

dt

 Λ
  = δ δ     ∇ ∇       

	 (12)

( )( ) ( )( )T T

x

du
P .MB X t ,t X t ,t

dt
= − δδ    ∇    

Let us note that the first of them coincides with the 
equation derived in the article (10) only under condition of 
equality to zero of its second term:

{ } ( )T T T
u uP 0u

t
∂ δ δ =     ∇ ∇       ∂ 

or

{ } { } ( )

{ } ( ) { } ( )

T T T
u u

T T T2 T T
u u u

d
P u

dt

P u u
t t

δ δ =     ∇ ∇     

 ∂ ∂ = − δ δ + δ       ∇ ∇ ∇         ∂ ∂  
or

( )

{ } { } { }
T

1
T T T T2

u

d
u

dt

P P D .u u
−

=

= − δ δ δ δ             ∇ ∇ ∇              (13)

That, in turn, leads to the second equation (12) only 
on the assumption that the rate of change in controlling 
action does not depend on the magnitude of controlling 
action, while the matrix M is synthesized, as reducing (13) 
to the expression, identical with the second equation of the 
system (12).

For conducting quantitative analysis of the results of the 
synthesis of controlling action according to the method of 
speed gradient [43] and results of realization of the proposed 
paradigm (10), (11), let us examine NO [32]. The results of 
numerical experiments are represented in Fig. 1, 2. As the 
data of curves testify, with the increase in the magnitude 
of the time interval, local deviations from the prescribed 
behavior of NO considerably increase. The decrease in the 
time interval improves conformity, but only in this section, 
significantly increasing the mismatch outside its limits in 
this case.

Fig. 1. Dependency of the vector of strategies on time:  
1 is the prescribed vector of strategies; 2 is the vector of 
strategies, determined in accordance with the proposed 

paradigm (10), (11); 3 is the vector of strategies, 
determined in accordance with the method of speed 

gradient [43]

The given graphs are a special case and are not consid-
ered as the means of demonstration of advantages of one or 
another approach. They rather demonstrate the complex-
ity of constructing such conclusions than are the way of 
graphic reflection, even more so on the plane.

Fig. 2. Dependency of the vector of strategies on time (time 
countdown, starting from the point of the end of  

the interval Fig. 1): 1 is the prescribed vector of strategies; 
2 is the vector of strategies, determined in accordance 

with the proposed paradigm (10), (11); 3 is the vector of 
strategies, determined in accordance with the method of 

speed gradient [43]

 Points N, s

 Points N, s

X
1

X
1
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For the demonstration of more general and more efficient 
comparisons, we will use the norm:

t
2

0

R R( ) d .= τ τ  ∫

Let us assume that the system with the aid of controlling 
action is driven to the point on the curve of the minimum 
of deviation from the prescribed process. In this state, the 
left side of the equation (10) will be reduced to zero. After 
decomposing the right side (10) in the area of this realization 
of the process, we will obtain:

{ } ( ) ( )( )( )
{ } ( )( )

{ } ( )

T T T
x

x

T T
x

T T T
u u

P B X t ,tX t

P B X t ,t

P u
t

− δ δ        =∇ ∆ ∇       

= δ δ +     ∇     

∂ + δ δ     ∇ ∇       ∂ 

After applying the norm to both parts of the equation, 
let us write down the estimation of error of the vector of 
strategies 

( ) T
X t ∆   

as the function of norm ( )( )B X t ,t  and the rate in change 
of controlling action:

{ } ( ) ( )( )( )
{ } ( )( )

{ } ( )

TT T
x

min min

T T
x

max

T T T
u u

P X t B X t ,tx

P B X t ,t

P .u
t

  ≤δ δ ∆     ∇ ∇       

≤ δ δ +     ∇     

∂ + δ δ     ∇ ∇       ∂ 

The synthesis of controlling action as the solution of the 
equations of the system (8) and equation (11) decreases the  
error rate 

( ) T
X t . ∆   

The estimation of error for the method of speed gradient, 
taking into account the equations (12), will be written down 
in the form:

{ } ( ) ( )( )( )
{ } ( )( )

{ } ( )

TT T
x

min min

T T
x

max

T T
u u u

P X t B X t ,tx

P B X t ,t

dL X,
P .M

dt

  ≤δ δ ∆     ∇ ∇       

≤ δ δ +     ∇     

  Λ  + δ δ     ∇ ∇ ∇           

Comparison of two estimations shows that for the meth-
od of speed gradient, the mean square error 

( ) T
X t ∆   

is larger. This is caused by the use of axiomatic assumptions 
about proportionality of the rate in controlling action to 
speed gradient and its independence from the magnitude of 
controlling action.

Thus, based on the presented above, it is possible to as-
sert that realization of the paradigm of prescribed control as 
the problem of maximization of adequacy, even by the three 
of the enumerated criteria, gives, in a particular case, the 
algorithm of speed gradient. In other words, the proposed 
solution to the problem of prescribed control is a generaliz-
ing expression of the algorithm of speed gradient, for whose 
determining the axiomatic assumptions about the rate of 
change in controlling action are not made. However, in con-
trast to the latter, the control is accomplished with a variable 
speed of change in the controlling influence. In this case, 
maximization is ensured, or minimization of the arbitrary, 
additionally selected, objective function, even for the model 
of the object of control that is not included in the equations.

6. Conclusions

1. Maximization of adequacy makes it possible to realize 
the paradigm of prescribed control as the solution of opti-
mization problem with the inequalities constraints, it com-
plements the system of equations and allows to synthesize 
controlling action.

2. Realization of two criteria of adequacy – depth and 
completeness – forms two equations for the synthesis of 
controlling action in accordance with the paradigm of pre-
scribing.

3. We determined estimation of the norm of error in 
the vector of strategies depending on the properties of 
object, error in the function of efficiency, synthesized law 
of controlling action and the prescribed law of the object 
functioning.

References

1.	 Blekhman, Y. Y. Upravlenye mekhatronnуmy vybratsyonnуmy ustanovkamy [Тext] / Y. Y. Blekhman, A. L. Fradkov. – Sankt- 

Peterburg: Nauka, 2001. – 85 p. 

2.	 Bryllyuеn, L. Nauka y teoryya ynformatsyy [Тext] / L. Bryllyuеn. – Мoscow: Fyzmathyz, 1960. – 392 p. 

3.	 Butkovskyy, A. H. Upravlenye kvantovo-mekhanycheskymy protsessamy [Тext] / A. H. Butkovskyy, Yu. Y. Samoylenko. – Мoscow: 

Nauka, 1984. – 256 p. 

4.	 Bak, P. E. A Dynamical Model of Maxwell’s Demon and Confinement Systems [Тext] / P. E. Bak, R. Yoshino // Contributions to 

Plasma Physics. – 2000. – Vol. 40, Issue 3-4. – P. 227–232. doi: 10.1002/1521-3986(200006)40:3/4<227::aid-ctpp227>3.0.co;2-y

5.	 Selected Topics in Vibrational Mechanics [Тext] / I. I. Blekhman (Ed.) // Series on Stability, Vibration and Control of Systems, 

Series A. – Singapore: World Scientific, 2004. – 440 p. doi: 10.1142/9789812794529

6.	 Brockett, R. W. Control theory and analytical mechanics In Geometric Control Theory. Vol. VII [Тext] / R. W. Brockett; C. Martin, 

R. Hermann (Eds.) // Lie Groups. – Brookline, MA: Mat. Sci. Press, 1977. – P. 1–48.



Mathematics and cybernetics – applied aspects

57

7.	 Valyev, K. A. Kvantovуy komp’yuter: mechta yly real’nost’? [Тext] / K. A. Valyev, A. Kokyn. – Yzhevsk: RKhD, 2000. – 352 p.

8.	 Gabor, D. Communication theory and physics [Тext] / D. Gabor // ransactions of the IRE Professional Group on Information 

Theory. – 1953. – Vol. 1, Issue 1. – P. 48–59. doi: 10.1109/tit.1953.1188558

9.	 Gubarenko, G. V. Modeli i metody upravlenija ustojchivym razvitiem social’no-jekonomicheskih sistem [Тext] / G. V. Gubarenko, 

A. O. Ovezgel’diev, , E. G. Petrov. – Kherson: Iz-vo Grin’, 2013. – 252 p.

10.	 Karu, T. Low-Power Laser Therapy. Chep. 48 [Тext] / T. Karu // Biomedical Photonics Handbook. – CRC Press, 2003. – 1787 p. 

doi: 10.1201/9780203008997.ch48

11.	 Karu, T. I. Mitochondrial Signaling in Mammalian Cells Activated by Red and Near-IR Radiation [Тext] / T. I. Karu // Photochem-

istry and Photobiology. – 2008. – Vol. 84, Issue 5. – P. 1091–1099. doi: 10.1111/j.1751-1097.2008.00394.x

12.	 Kadomtsev, B. B. Dynamics and information [Тext] / B. B. Kadomtsev // Physics-Uspekhi. – 1994. – Vol. 37, Issue 5. – P. 425–499. 

doi: 10.1070/pu1994v037n05abeh000109

13.	 Kadomtsev, B. B. Dynamyka y ynformatsyya [Тext] / B. B. Kadomtsev. – 2-e yzd. – Мoscow: Red. zhurn. “Uspekhy fyzycheskykh 

nauk”, 1999. – 400 p.

14.	 Kilin, S. Ya. Quantum information [Тext] / S. Ya. Kilin // Physics-Uspekhi. – 1999. – Vol. 42, Issue 5. – P. 435–452. doi: 10.1070/

pu1999v042n05abeh000542

15.	 Козеев, В. А. Povуshenye bezotkaznosty y tochnosty nelyneynуkh system upravlenyya [Тext] / V. A. Kozeev. – Leningrad: Еner-

hoatomyzdat, 1985. – 127 p.

16.	 Kondratenko, Y. P. Correction of the Knowledge Database of Fuzzy Decision Support System with Variable Structure of the Input 

Data [Тext]: Conference / Y. P. Kondratenko, Ie. V. Sidenko. – Minsk: Publ. Center of BSU, 2012. – P. 56–61.

17.	 Kondratenko, Y. P. Distributed computer system for monitoring and control of thermoacoustic processes [Тext] / Y. P. Kondratenko, 

V. V. Korobko, O. V. Korobko // IEEE 7th International Conference on Intelligent Data Acquisition and Advanced Computing 

Systems (IDAACS). – 2013. – P. 249–253. doi: 10.1109/idaacs.2013.6662682

18.	 Kondratenko, Y. Slip Displacement Sensors for Intelligent Robots: Solutions and Models [Тext] / Y. Kondratenko, L. Klymenko, 

V. Kondratenko, G. Kondratenko, E. Shvets // 2013 IEEE 7th International Conference on Intelligent Data Acquisition and  

Advanced Computing Systems (IDAACS). – 2013. – P. 861–866. doi: 10.1109/idaacs.2013.6663050

19.	 Kryuchkovskiy, V. V. Informativnaya predpochtitelnost statisticheskoy formy predstavleniya iskhodnykh dannykh v usloviyakh 

intervalnoy neopredelennosti [Тext] / V. V. Kryuchkovskiy, E. G. Petrov, N. A. Brynza // Computer science. Telecommunications 

and control systems. – 2010. – Issue 4 (103). – P. 11–18.

20.	 Кhodakov, V. E. Kharakternye osobennosti odnogo klassa sotsial’no-ekonomicheskikh sistem [Тext] / V. E. Khodakov, A. K. Vezums-

kiy // Problemi Іnformatsіynikh. – 2013. – Issue 2 (014). – P. 10–14.

21.	 Landauer, R. Minimal Energy reqeirements in Communication [Тext] / R. Landauer // Science. – 1996. – Vol. 272, Issue 5270. –  

P. 1914–1918. doi: 10.1126/science.272.5270.1914

22.	 Maxwell’s Demon: Entropy, Information, Computing [Тext] / H. S. Leff, A. F. Rex (Eds.). – New York: Random House, 1990. 

23.	 Neymark, Yu. Y. Stokhastycheskye y khaotycheskye kolebanyya [Тext] / Yu. Y. Neymark, P. S. Landa. – Мoscow: Nayka, 1987. – 424 p.

24.	 Ott, E. Controlling Chaos [Тext] / E. Ott, C. Grebogi, J. A. Yorke // Physical Review Letters. – 1990. – Vol. 64, Issue 11. –  

P. 1196–1199. doi: 10.1103/physrevlett.64.1196

25.	 Poplavskyy, R. P. Termodynamyka ynformatsyonnуkh protsessov [Тext] / R. P. Poplavskyy. – Мoscow: Nauka, 1981. – 255 p.

26.	 Реiеrls, R. Postroenie fizicheskikh modeley [Тext] / R. Реiеrls // Uspekhi fizicheskikh nauk. – 1983. – Vol. 140, Issue 6. – P. 315. 

doi: 10.3367/ufnr.0140.198306d.0315

27.	 Petrov, E. G. Sintez modeli prinyatiya investitsionnykh resheniy v usloviyakh mnogokriterial’nosti [Тext] / E. G. Petrov,  

N. A. Brynza // Problemi Іnformatsіynikh tekhnologіy. – 2013. – Issue 14. – P. 6–25.

28.	 Stratonovych, R. L. Teoryya ynformatsyy [Тext] / R. L. Stratonovych. – Мoscow: Sov. radyo, 1975. – 424 p. 

29.	 Stratonovych, R. L. Еlementу molekulyarnoy fyzyky, termodynamyky y statystycheskoy fyzyky [Тext] / R. L. Stratonovych,  

M. S. Polyakova. – Мoscow: Yzd-vo MHU, 1981. – 176 p.

30.	 Solodovnikov, V. V. Sintez korrektiruyushchikh ustroystv sledyashchikh sistem pri tipovykh vozdeystviyakh [Тext] / V. V. So- 

lodovnikov // Avtomatika i telemekhanika. – 1951. – Issue 5. – P. 352–388.

31.	 Szilard, L. Über die Entropieverminderung in einem thermodynamischen System bei Eingriffen intelligenter Wessen [Тext] /  

L. Szilard // Zeitschrift for Physik. – 1929. – Vol. 53, Issue 11-12. – P. 840–856. doi: 10.1007/bf01341281

32.	 Trunov, A. N. Recurrence approximation in problems of modeling and design [Тext]: Monografy / A. N. Truno. – Mykolayiv: Petro 

Mohyla BSSU, 2011. – 272 p. 

33.	 Trunov, A. N. Intellectualization of the models’ transformation process to the recurrent sequence [Тext] / A. N. Trunov // European 

Applied Sciences, Ort Publishing. – 2013. – Vol. 9, Issue 1. – P. 123–130. 

34.	 Trunov, A. N. Peculiarities of the interaction of electromagnetic waves with bio tissue and tool for early diagnosis, prevention and 

treatment [Тext] / A. N. Trunov // 2016 IEEE 36th International Conference on Electronics and Nanotechnology (ELNANO). – 

2016. – P. 169–174. doi: 10.1109/elnano.2016.7493041

35.	 Trunov, A. N. Application of the recurrent approximation method to synthesis of neuron net for determination the hydrody-

namic characteristics of underwater vehicles[Тext] / A. N. Trunov // Problem of Information Technology, Jornal. – 2014. – Is- 

sue 02 (016). – P. 39–47.



Eastern-European Journal of Enterprise Technologies ISSN 1729-3774	 4/4 ( 82 ) 2016

58

36.	 Trunov, A. N. The formation of unified method of technological process effectiveness evolution [Тext] / A. N. Trunov // Problemi 

іnformatsіynikh tekhnologіy. – 2014. – Issue 14. – P. 104–108. 

37.	 Trunov, O. M. An adequacy criterion in evaluating the effectiveness of a model design process [Тext] / О. М. Trunov // Eastern-Eu-

ropean Journal Of Enterprise Technologies. – 2015. – Vol. 1, Issue 4 (73). – P. 36–41. doi: 10.15587/1729-4061.2015.37204

38.	 Trunov, A. N. Maximization of adequacy as the tool of formulation and improving of model [Тext] / A. N. Trunov // Problem of 

Information Technology, Jornal. – 2015. – Issue 01 (017). – P. 70–76.

39.	 Trunov, A. N. Modernization of means for analysis and solution of nonlinear programming problems [Тext] / A. N. Trunov // Meto-

dy Ilościowe w Badaniach Ekonomicznych. – 2015. – Vol. 16, Issue 2. – P. 133–141.

40.	 Turchyn, V. F. Fenomen nauky: Kybernetycheskyy podkhod k еvolyutsyy [Тext] / V. F. Turchyn. – 2-nd ed. – Мoscow: ЕTS,  

2000. – 368 p.

41.	 Upravlenye molekulyarnуmy y kvantovуmy systemamy [Тext] / A. L. Fradkov, O. A. Yakubovskyy (Eds.). – Мoscow – Yzhevsk: 

Ynstytut komp’yuternуkh yssledovanyy, 2003. – 416 p.

42.	 Fradkov, A. L. Kybernetycheskaya fyzyka [Тext] / A. L. Fradkov. – Sankt-Peterburg: Nauka, 2003. – 208 p.

43.	 Fradkov, A. L. O primenenii kiberneticheskikh metodov v fizike [Тext] / A. L. Fradkov // Uspekhi Fizicheskih Nauk. – 2005. –  

Vol. 175, Issue 2. – P. 113–138. doi: 10.3367/ufnr.0175.200502a.0113

44.	 Fradkov, A. L. Introduction to Control of Oscillations and Chaos [Тext] / A. L. Fradkov, A. Yu. Pogromsky // World Scientific 

Series on Nonlinear Science Series A. – 1998. doi: 10.1142/9789812798619

45.	 Fradkov, A. L. Exploring nonlinearity by feedback [Тext] / A. L. Fradkov // Physica D: Nonlinear Phenomena. – 1999. – Vol. 128, 

Issue 2-4. – P. 159–168. doi: 10.1016/s0167-2789(98)00322-4

46.	 Kholevo, A. S. Vvedenye v kvantovuyu teoryyu ynformatsyy [Тext] / А. С. Холево. – Мoscow: Yzd-vo MTsNMO, 2002. – 128 p.

47.	 Zaychenko, J. P. Operational Research [Тext] / J. P. Zaychenko. – Kyiv, 2000. – 688 p. 

48.	 Naeser, M. A. Traumatic Brain Injury: A Major Medical Problem That Could Be Treated Using Transcranial, Red/Near-Infra-

red LED Photobiomodulation [Тext] / M. A. Naeser, M. R. Hamblin // Photomedicine and Laser Surgery. – 2015. – Vol. 33,  

Issue 9. – P. 443–446. doi: 10.1089/pho.2015.3986

49.	 Selivanov, A. Passification-based decentralized adaptive synchronization of dynamical networks with time-varying delays [Тext] /  

A. Selivanov, A. Fradkov, E. Fridman // Journal of the Franklin Institute. – 2015. – Vol. 352, Issue 1. – P. 52–72. doi: 10.1016/ 

j.jfranklin.2014.10.007

50.	 Fradkov, A. L. International conferences in control systems: Traditions and trends [Тext] / A. L. Fradkov // Automation and Re-

mote Control. – 2011. – Vol. 72, Issue 1. – P. 160–163. doi: 10.1134/s0005117911010139

51.	 Dzhunusov, I. A. Synchronization in networks of linear agents with output feedbacks [Тext] / I. A. Dzhunusov, A. L. Fradkov // 

Automation and Remote Control. – 2011. – Vol. 72, Issue 8. – P. 1615–1626. doi: 10.1134/s0005117911080029


