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expert knowledge about the subject area or inability to for-
malize them, as well as uncertainty caused by input feature 
space dimensionality (redundancy and noise) [1, 2].

All these factors are inherent in natural systems and 
processes in one way or another. As an example of modeling 
a system of this class, later in this paper we show how the 
condition of an artesian well can be evaluated at any given 
time from the beginning of hydrogeological exploration 
up to its full completion. This task is characterized by 
difficulties in accessing experimental data, since obtaining 
input data necessary for operation of any given model re-
quires significant effort. It is therefore to be expected, that 
geological exploration which precedes putting an artesian 
well into operation lasts ranging from 6 months and up to 
several years [3]. 

1. Introduction

Input data uncertainty is one of the key factors in com-
plex natural systems modeling. These include ecological, 
social, economic, technical systems of various nature. Con-
structing a single analytic expression that would mathemati-
cally describe such a system is a highly complicated task, and 
it is only possible to make assumptions about the way the 
system operates based on an experimental data set.

In [1] a number of UN-factors are described, that have a 
defining impact on the experimental data set quality, includ-
ing measurements imprecision, lack of conditions for direct 
observations of the object, incompleteness and ambiguity 
of the knowledge related to the subject area and the task at 
hand, unaccounted for (hidden) parameters impact, lack of 
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Three stages can be defined within the flow of hydro-
geological exploration (HGE): preliminary exploration, de-
tailed exploration, and operational exploration [3, 4]. One of 
the characteristic features of the artesian well as an object of 
modeling is uncertainty, more specifically gaps in the input 
data vector characterizing it at any given moment in time 
until the full completion of all three research stages. This 
determines the necessity of developing mathematical models 
and technologies that would be able to provide results on 
early stages of work with the system, when the researcher 
does not possess the full data vector. Such models would 
allow to evaluate the prospects of further work with the 
system on early stages, and detect cases, when further work 
presents certain challenges. Based on this information ad-
ditional research may be conducted, or a decision taken to 
terminate the operation altogether, that would allow to save 
physical and human resources.

2. Literature review and problem statement

Statistical models, which are successfully used for anal-
ysis of complex systems of various nature under conditions 
of input data certainty, appear inefficient on uncertain data. 
Applying statistical models on relatively small amounts of 
experimental data is especially dangerous, as the distribu-
tion laws obtained from them may be unstable [5]. Further-
more, statistical models and methods do not (fully) account 
for the expert knowledge of the area.

Artificial intelligence technologies such as classification 
and cluster analysis show good results on multi-dimension-
al data [6–9]; they are successfully applied for extracting 
hidden patterns and internal correlations within a data set  
[6, 10–12].

Techniques based on interval fuzzy sets allow to build 
mathematical models of complex systems and processes, 
which are capable of handling input data that contains gaps 
[13]. It is important that they do not impose any limitations 
in terms of model complexity, as it is only the response of the 
system to the given input data vector that is being modeled, 
without having to build a physical model of any internal 
processes occurring within the system, or causal relation-
ships existing therein [6]. As of today, such models have wide 
application in medical diagnostics [13], pattern recognition 
[14, 15], for multimedia traffic modeling and classification 
[16], portfolio optimization [17], forecasting of time series 
[18, 19] etc. Artesian well prospects evaluation is another 
application for which the existing decision-making models 
can be adapted, and new ones proposed. 

Fuzzy and neuro-fuzzy methods have long been applied 
for water quality evaluation: fuzzy inference based decision 
support methods and systems are presented in [20–22]; 
in [23] a method of fuzzy water quality evaluation for 
multiple monitoring points is proposed. Fuzzy clustering 
methods also yield positive results in this application  
[24, 25]. Working with groundwater is complicated due to 
their inaccessibility for direct examination. On the prima-
ry stages of hydrogeological exploration it is technically 
possible to collect only indirect knowledge. Information 
about system status is available only in individual points 
of the deposit; information about other areas is acquired by 
extrapolating the actual point data onto areas, for which no 
actual information is available [3]. That is why the modern 
groundwater quality evaluation methods and technologies 

[26–28] are in general no different from the methods used 
for surface water analysis. They too require direct access 
to aquifers, capabilities for performing pumping tests and 
research pumpings, unhindered test water sample obtain-
ment, which means full completion of the HGE. Of all 
factors impacting groundwater quality and drinking water 
mining feasibility, the most attention is given to anthro-
pogenic pollution [29, 30] and investigating aquifers’ vul-
nerability to harmful substance present in the air, soil and 
surface waters [31, 32].

From this point of view models based on type-1 fuzzy 
sets have a significant limitation: they cannot directly 
process incomplete/uncertain input data [13]. The existing 
fuzzy inference technique does not allow to determine the 
output value in case the input vector is incomplete. Inter-
val type-2 fuzzy models allow to account for and to model 
different types of uncertainties, including, in some cases, 
uncertainty originating from missing values [33]. Therefore 
in such conditions it is advisable to apply mathematical tools 
of type-2 fuzzy sets.

As a rule, in order to study behaviors of complex sys-
tems a single model is synthesized, and also a single crite-
rion to measure discrepancies between the model output 
and the observations data. This approach only works when 
there is a functional relation between inputs and outputs 
of the system, and when observations are conducted with 
perfect precision. In case at least one of these conditions is 
not satisfied, it is recommended to build a system of models 
and conformity criteria [34, 35]. Natural systems and pro-
cesses are an example of these due to low accessibility of 
observations data and no way to guarantee the precision of 
quantitative parameters measurements. Herewith, accord-
ing to [34], the more complex the system and the less the 
certainty and accessibility of observations data, the more 
diverse the models selected by different criteria will be. 
This factor fully applies to natural systems as well. Based 
on all of the above, we propose to not restrict ourselves to 
using the capabilities of fuzzy set mathematics only, but 
to develop an approach based on a system of models, that 
allows for utilizing other decision making methods and 
technologies.

The given problem can be formulated as follows. Consid-
er an experimental data set (X, Y):

1 1 1
11 2 m

2 2 2
21 2 m

n n n
n1 2 m

yx x ... x
yx x x

X , Y ,
......
yx x ... x

   
   
   = =   
   

     

where i i i
1 mX {x , ..., x }=  are results of examining a system Wi 

against parameters p1…pm. For each vector Xi the value of the 
linguistic variable Y is known, and is the final conclusion for 
the system Wi assigned by an expert (a diagnosis, a quality 
class, operability, – depending on the application).

For any given system Wz defined by the input vector

z z z z z z
1 m k m mX {x , ..., x }, X X; x , ..., x<= ∉ ∈∅  

find the value of the linguistic variable Y. Considering the 
challenges described above, the problem requires synthe-
sizing a system of models capable of fuzzy inference, taking 
expert knowledge into account, and including additional 
models and methods into the decision making process.
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3. Research goal and objectives

The goal of the research is expanding the capabilities 
of existing decision making models and methods operating 
under conditions of input data uncertainty. We propose to 
build a system of models that would combine the advantages 
of an interval fuzzy inference based decision support system, 
as well as Data Mining technologies.

In order to reach the goal set for the present research, 
following objectives were to be achieved:

– develop a data classification model fit for operating on 
an uncertain input vector; 

– propose ways of accounting for expert knowledge 
during decision making;

– propose an aggregated criterion that would give a 
generalized interval estimation of the output variable value 
based on multiple models;

– propose an alternative decision making model based on 
Data Mining technologies. 

4. Methods and tools for modeling a natural system state 
under the conditions of input data uncertainty 

The general look of the aggregated model of the decision 
making process under the conditions of uncertainty is shown 
in Fig. 1.

Fig. 1. Aggregated Decision Making Model

The source experimental data vector that may contain 
gaps is applied to the input of an interval type-2 fuzzy system 
unmodified, and also after going through an informative fea-
ture detection procedure. This procedure may be performed 
by one or more experts in the subject area. In case when 
more than one expert is present, every one of them generates 
one’s own feature set, and as a result, a separate model. The 
interval output of the fuzzy logic system on the full vector is 
subsequently united with the outputs of the models resulting 
from uninformative features elimination. The union is per-
formed according to the aggregating criterion YA.

The proposed system of models supports integration 
with one or more alternative models based on other decision 
making technologies or formal procedures that already exist 
in the area for solving the given problem. A decision making 

procedure based on a clustering method will be shown fur-
ther as an example of such a model.

In case the interval output of an alternative model has 
the same dimensionality and qualitative nature as the fuzzy 
logic system output intervals, it is also taken into account 
when calculating an aggregated interval with the criterion 
YA. Otherwise the alternative models’ outputs are present-
ed to the user as separate intervals regardless of the main 
output. 

4. 1. Interval type-2 fuzzy logic system for decision 
making 

In order to solve the formulated problem, a classifier 
fuzzy logic system was built. An input vector is a set of sys-
tem parameters’ values i i i

1 mX {x , ..., x }.=  The knowledge base 
is formed by the known (Xі, Yі) pairs, where an input vector 
is mapped to a linguistic estimation of the output variable Y 
value given by an expert. This way every input vector gen-
erates one rule. Rules antecedents are created by replacing 
a value i

jx  with the respective fuzzy term 
j

i
xA ;  consequents 

are terms of the linguistic variable y, assigned by an expert 
for the vector Xi:

{ }
1

2 m

i i
1 x

i i k
2 x m x y 1 p

R : IF x A

x A ... x A THEN y L L ,..., L ,

∈ ∧

∧ ∈ ∧ ∧ ∈ ∈ ∈

where xі are the input variables, y is the output variable, 

{ }y 1 pL L ,..., L∈

are term sets of the output variable. The term sets of the 
input and output variables are defined with Gaussian mem-
bership functions 

2j
i

j
i

x b

cj
i(x ) e .

 −
−   µ =

Given the (X, Y) data set, as well as the knowledge base 
synthesized from the experimental data, a type-1 fuzzy logic 
system with a crisp output Y [0;10]∈  is built. If necessary, 
membership functions parameters optimization is performed 
in order to improve the adequacy of reflecting the learning 
data by the model. After that the resulting type-1 mem-
bership functions are transformed into type-2 membership 
functions with uncertain means (Fig. 2).

 
Fig. 2. An Example of an Interval Membership Function with 

an Uncertain Mean

Membership functions intervals bounds expansion is 
performed until the following condition is satisfied:
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(k)
iF(x ,P )  is the systems output without defuzzification – 

the ID of the term with the highest coverage by the resulting 
membership function.

Fuzzy inference is performed according to the algorithm 
by Karnik and Mendel [36]. Interval membership grades of 
every rule are calculated as minimums of all antecedents:

(i ) ( i )
j j

i

(2)A (2)A* *
R j j

jj

min( (x )) ; min( (x )) .
 

µ = µ µ 
  

In order to find the left and right bounds of the output 
variable interval [yl; yr], an output type-2 fuzzy set is built 
based on the calculated rules membership grades and rules’ 
consequents interval values. The output value interval is 
obtained from the fuzzy set type reduction procedure. For 
the right interval bound:

1. Calculate 

( )i ii
rf ;2

µ + µ
=  

M i i
r ri 1

r r rM i
ri 1

f w
y ; y y .

f
=

=

= =′∑
∑

2. Find R (R=1...М–1), such that R R 1
r r rw y w .+≤ ≤′
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f f
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= = +
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+
∑ ∑

∑ ∑
4. If r ry y ,≠′′  go to step 5, otherwise r ry y= ′′  and go to 

step 6.
5. r ry y ,=′ ′′  back to step 2. 

For the left bound of the interval:
1. Calculate 

( )i ii
lf ;2

µ + µ
=

M i i
l li 1

l l lM i
li 1

f w
y ; y y .

f
=

=

= =′∑
∑

2. Find L (L=1...М – 1), such that L L 1
l l lw y w .+≤ ≤′  

3. 

L Mi i i i
l li 1 i L 1

l l lL Mi i

i 1 i L 1

f w f w
y ; y y .

f f
= = +

= = +

+
= =′′

+
∑ ∑

∑ ∑
4. If l ly y ,≠′′  go to step 5, otherwise l ly y= ′′  and go to 

step 6.
5. l ly y ,=′ ′′  back to step 2.
The width of the resulting interval [yl; yr] characterizes 

the degree of uncertainty associated with the decision taken.

4. 2. Models with input feature set dimensionality 
reduction 

Experimental research shows, that the interval fuzzy 
classifier shown above does not always yield the expected 
result. A subset of modeling problems that deal with sys-
tems of unformalizable nature is comprised by problems 
with a significant number of input parameters. Such prob-
lems contain uncertainty related to the input feature space 
dimensionality. Some of its features might be redundant, 
others are not informative enough and act as sources of noise 
and anomalies in the experimental data set. In cases when 
it is almost impossible for a system to operate on the entire 
input feature set, we propose to reduce the dimensionality of 

the problem by eliminating the part of features that do not 
cause any apparent impact on the system’s outcome. In the 
generic system of models presented in Fig.1 this function is 
performed by experts 1, …, n, every one of whom offers one’s 
own combination of informative features. Input variables 
eliminated by the experts are excluded from the input vec-
tor, and also from those rules of the knowledge base, in the 
antecedents of which they are present.

Involving several or even one expert does not always 
appear possible. A method described in [37] may be used to 
perform the role of an expert. It allows to account for both 
theoretical knowledge of an expert, and the quantitative 
data accumulated from real objects observations.

4. 3. A fuzzy clustering method with interval member-
ship grades for decision making 

Apart from the interval fuzzy set based decision making 
technique, which is the main part of the system of models 
discussed in this paper, an alternative model based on the 
modified PCM clustering method with interval outputs [11] 
is proposed. In the cluster analysis terminology the problem 
defined earlier may be reformulated as follows.

Consider an experimental data set X:

1 1 1
1 2 m
2 2 2
1 2 m

n n n
1 2 m

x x ... x

x x x
X ,

...

x x ... x

 
 
 =  
 
  

where i i i
1 mX {x , ..., x }=  are results of examining a system iW  

against parameters p1…pm. In a general case the conclusion as 
to whether the system iW  belongs to one or more classes ac-
cording to the evaluated parameter (quality, diagnosis etc.) 
for each of the vectors iX  is unknown, but it is known that 
the objects x1, …, xn are distributed to form compact clusters 
in the input feature space p1…pm. 

The requirement is to break the set X down into c 
clusters and calculate the membership grades for every of 
the c clusters for a given system Wz described by an input 
vector z z z

1 mX {x , ..., x },=  zX X.∉  The set X must satisfy the 
condition of being representative of the feature vectors 
universal set, i. e. the set X must contain representatives 
of all c classes.

The decision making process involves dividing the set 
comprised from the experimental data set X and the evaluat-
ed system’s parameter vector Xz into cluster according to the 
method discussed in [11]. The final decision is taken based 
on the membership grades of the point defined by the vector 
Xz in every one of the c resulting clusters. 

4. 4. An aggregated criterion
The end-to-end operation flow of the described system of 

models can be presented as the following sequence of actions.
1. Select all parameters, the values of which are known at 

the given moment. 
2. Eliminate all other (unknown) parameters from rules 

antecedents. 
3. Apply the vector comprised by known values to the 

input of the type-2 fuzzy system: fullX Y .→
4. Dismiss (in any available way) the features that are 

uninformative and not informative enough and apply the 
resulting vector to the input of the type-2 fuzzy logic system, 
which results in the model i iX Y .→′ 
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5. Repeat step 4 for all available informative feature de-
tection methods.

6. (optional) Obtain intermediate results according to 
alternative models 1..m.

7. Obtain the aggregated result of the main model ac-
cording to the rule 

n

A full i
i 1

Y Y Y .
=

 
=   

   

5. Modeling results. Artesian well condition evaluation

5. 1. Interval fuzzy clustering for artesian well condi-
tion evaluation 

The interval clustering method was applied to the tech-
nological problem of expert evaluation of an artesian well 
condition. An individual clustering object is a set of 
parameters values i i i

1 mX {x , ..., x }=  of an artesian well; 
the parameters include those describing the distinctive 
features of geological composition, tectonic, climatic 
and hydrogeological conditions, data acquired by ex-
amining other wells operating in the area adjacent to 
the deposit, as well as results of the research conducted 
directly inside the well: geophysical research data, 
pumping test and research pumping results, regu-
lar hydrogeological observations, and parameters that 
characterize the groundwater quality. Cluster analysis 
is performed in the well feature set x1, … x84. Some ex-
amples of the clustering features are shown in Table 1.

Table 1

Hydrogeological research parameters

Variable 
denotation

Parameter name
Values 
domain

Research 
stage No

Term Sets

x1

Distance to hu-
man habitation, 

km
0–50 1

{L – low,  
M – medium,  

H – high}

x2

Distance to 
interstate high-

ways, km
0–50 1

{L – low,  
M – medium,  

H – high}

…

x84

Hydrogeolog-
ical conditions 

by degree of 
knowledge 
availability

0–10 3

{A – category А,  
B – category В,  

C1 – category С1, 
C2 – category С2, 

P – category Р}

A learning data set was compiled based on the archive 
research data of groundwater deposit wells located on the 
Right-Bank Geological Expedition territory. An input vec-
tor containing all well parameters x1–x84 is mapped to a 
conclusion of an expert in hydrogeology as to its fitness for 
drinking water production for the period of the following  
5 years. The learning data set consists of 20 samples, some of 
the samples are shown in Table 2.

The learning data set was divided into clusters accord-
ing to method [11]. The number of clusters is considered 
predefined, с=3.

Membership grades for all well research samples from 
the learning set to every one of the clusters were calculated. 
The test data set consists of 10 samples, which do not form 
a subset of the learning data set. The membership grades 
calculation results for test data set samples to three clus-
ters are shown in Table 3. Analyzing locations of cluster 
centers and the contents of clusters in terms of the “well 
perspective” concept allows to assign perspective values 
to clusters: cluster 1 – high, cluster 2 – sufficient, clus- 
ter 3 – insufficient. 

In Table 3 and further on erroneous outputs of the sys-
tem, i.e. those which do not match the expert’s conclusion on 
the well, are highlighted with color. 

5. 2. Type-1 fuzzy set based model 
A type-1 fuzzy set based model is constructed as an 

intermediate stage for creating a type-2 FLS. An input 
vector consists of parameter values x1, … x84. The knowl-
edge base is created based on the experimental data from 
previous artesian wells explorations (Table 2). The data 
were processed by mapping every value from Table 2 a 
fuzzy variable term set from Table 1. A fragment of the 
resulting formalized knowledge base is given in Table 4.

On the full input data vector the system operation out-
come matches the conclusion of an expert in hydrogeology in 
20 cases out of 20 for the learning data set, and in 8 cases out 
of 10 on the test data set.

Let us model the type-1 system operation in case of 
uncertain input data. For this purpose Table 1 contains 
stages of the hydrogeological research on which values 
of respective parameters become known. The division 
into stages is relative and exists only for the sake of 
demonstration; in a generic case the requirement is for 
the system to produce results at any given moment of 
time between the beginning and the full completion of 
hydrogeological exploration. Values of the parameters 
that become available on a later stage are not taken into 
account on the current one. Columns corresponding to 
the unknown variables are also excluded from knowledge 

base rule antecedents. The third 
stage is equivalent to the complete 
certainty of all parameters.

Table 5 shows a partial result of 
the system’s operation on the three 
stages. In general erroneous output 
was received in 6 cases out of 10 on 
the first stage, and in two cases on the 
second and third stages. 

Table 2

Well examination data (learning set)

Variable 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

x1 1,5 3 12 22 18 15 15 26 37 35 27 4 48 50 50 30 25 22 39 31

x2 43 12 12,5 25 4 11 32 2 5 2 10 3 3 0,8 4,5 1 40 14 1,5 3

…

x84 5 4 3 2 5 4 4 9 9 7 9 9 8 8 10 10 10 10 10 10

Table 3

Test data set samples membership grades

№

Cluster 1 Cluster 2 Cluster 3 Result/
Interval 

width

Expert’s 
EvaluationLeft 

Bound
Right 
Bound

Left 
Bound

Right 
Bound

Left 
Bound

Right 
Bound

1 0,165 0,178 0,618 0,918 0,249 0,491
Insuffi-

cient/0,3
Insufficient

…

4 0,722 0,99 0,029 0,326 0,053 0,352 High/0,27 Insufficient

…



Mathematics and cybernetics – applied aspects

25

Table 5

Results of type-1 FLS operation on uncertain input data 

№
System output

Expert’s 
evaluation1st stage  

(18 features)
2nd stage  

(35 features)
3rd stage  

(84 features)

1 4,04 3,52 4,12 insufficient

…

4 5 5 3,36 insufficient

…

5. 3. Type-2 fuzzy set based model and aggregated 
result 

The experiment was repeated for the type-2 fuzzy set 
based model, partial results are shown in Table 6.

The model operation result for one input vector of 
the test data set after feature set reduction is shown in  
Table 7.

Human expert 1 defined 39 informative features, 
expert 2 defined 41 features. The automated feature ex-
traction method [11] allowed to define 32 informative fea-
tures. Apart from the FLS interval output, the results also 
include outputs of two alternative models. Alternative 
model 1 is an interval cluster analysis decision making 
model. Alternative model 2 is a decision taken based on 
threshold values of the parameters regulated by the laws 
of Ukraine.

6. Artesian well condition evaluation model results 
discussion 

Experimental tests of the interval clustering model par-
ticularly show a mismatch between the decision taken by 
the system and the expert conclusion in example 4 (Table 3). 
Sample 4 is close to cluster 1 by all parameters except one 
(radon concentration, 219 Bq/dm3). Since the tested meth-
od does not have any capabilities for including other factors 
into consideration, except for Euclidean distance between 
points in a feature space, sample 4 was assigned to cluster 1  
(High), although in truth water with such parameters is 
unsuitable for use. That is why a decision support system in 
the current application requires corrections introduced with 
expert knowledge, which is impossible to achieve with the 

capabilities of cluster analysis as an unsupervised 
learning technology. In other cases the result pro-
duced by the system matches the expert’s decision 
for the respective sample; interval width may be 
regarded as a measure of uncertainty caused by 
lack of expert knowledge. It is fairly significant, 
as is to be expected for such a complex research 
object as a hydrogeological system. 

As for the results received by the type-1 FLS, 
the high rate of erroneous outputs on early stages 
of the research, when input vectors contain a sig-
nificant amount of gaps, confirms once more that 
the type-1 fuzzy inference engine is unfit for appli-
cations allowing for gaps in the input data. As to 
the errors on the third stage, when the input data 
are fully defined, the type-1 fuzzy set mechanisms 
do not allow to determine their source.

The type-2 fuzzy set based model enables quantitative 
assessment of the uncertainty associated with the obtained 
results. On the final stage of the research, when all parameter 
values are known, the uncertainty zone in many cases fills the 
entire domain of the output parameter, or most of it. However, 
on earlier stages, when the number of available input features 
is lower, the uncertainty interval is usually lower, which does 
not make sense from the information theory point of view 
[38]. This fact allows to conclude that high input feature 
space dimensionality complicates the system’s work.

Table 4

A fragment of the fuzzy knowledge base

R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11 R12 R13 R14 R15 R16 R17 R18 R19 R20

x1 H H H M M L M M L H M H H M M M L L L H

x2 H H M M L L H H M M M L M M M M M L L L

…

x84 B C1 C1 C2 B C1 C1 A A B A A B B A A A A A A

y H H H H H H S S S S S S S S I I I I I I

Table 6

Results of type-2 FLS operation on uncertain input data

№

1st stage  
(18 features)

2nd stage  
(35 features)

3rd stage  
(84 features) Expert’s 

evaluationSystem 
output

Interval 
width

System 
output

Interval 
width

System 
output

Interval 
width

1 [1,39; 4,51] 3,12 [0, 24; 6,27] 6,03 [3,49; 8,97] 5,48 insufficient

…

4 [1,18; 5,22] 4,04 [1,69; 3,76] 2,07 [1,86; 10] 8,14 insufficient

…

Table 7

Results of the aggregated model operation on uncertain input data 

HGE 
stage 

No

Expert 1 Expert 2 Automated method Full vector
Aggregated 

output
Def. 

features/
total

Model 
output

Def. 
features/

total

Model 
output

Def. 
features/

total

Model 
output

Def. 
features/

total

Model 
output

Altern.  
model 1 
output

Altern.  
model 2  
output

1 9/39 [1,39;1,51] 8/41 [0,43; 0,45] 9/32 [1,37; 1,42] 18/84 [1,39; 4,51] х х [1,39; 1,51]

2 16/39 [0,24;0,27] 19/41 [0,01; 0,01] 16/32 [0,09; 0,03] 35/84 [0,24; 6,27] х х [0,24; 0,27]

3 39/39 [0,09;3,97] 41/41 [0,43; 0,69] 32/32 [0,23;0,33] 84/84 [3,49; 8,7] I:[0,62; 0,92] insufficient [3,49; 3,97]



Eastern-European Journal of Enterprise Technologies ISSN 1729-3774 4/4 ( 82 ) 2016

26

Uncertainty associated with results from Table 6 was also 
present in the experiments with the type-1 fuzzy set model, but 
outputs represented with a single number did not make it pos-
sible to explain the mismatches between actual and expected 
results. Considering the results of the interval fuzzy set based 
mode, we conclude that the errors received during type-1 model 
testing are also the result of the input feature set redundancy.

Implementing a single aggregated model for decision 
making on a natural system’s condition has following advan-
tages compared to other existing approaches: 

– generalization and reuse of computation methods uti-
lized for receiving outputs of individual models;

– reducing the amount of time required for decision mak-
ing in such areas as natural resources, rational exploration 
and environment protection;

– providing timely decisions in the dynamics of a natural 
process, and sufficient credibility of the decision taken. 

The results of this research can potentially be applied 
in long-term natural processes study programs in order to 
shorten time required for decision making and to save re-
sources necessary for it. This work in particular shows an 
application of the research results on intermediate stages of 
hydrogeological exploration for approximate evaluation of 
groundwater extraction perspective.

The present work was conducted in continuation of re-
search [4, 11, 15, 37] in areas of fuzzy cluster analysis and 
fuzzy inference, and consists in bringing the results of all the 
previous work together to form a complete system ready for 
end-to-end application. 

7. Conclusions

1. An interval type-2 fuzzy set based decision support 
system is proposed. Unlike systems based on type-1 fuzzy 
sets, the result of which is a membership grade represented as 
a single number, type-2 fuzzy sets allow to get an interval of 
the output linguistic variable’s possible values as the system 
outcome. This interval appears as a result of uncertainties 
related to the way the expert knowledge is represented. 

These features allow the interval fuzzy system to function 
under conditions of incomplete input data, when type-1 
fuzzy logic systems functioning is impossible.

2. Multiple models were built, which differ at the level of 
the input feature set defined by experts in the subject area as 
mandatory. While examining an input feature space every 
expert eliminates some of them as redundant, irrelevant, or 
such as introduce noise. As a result, a subset of the universal 
feature set is created. Individual features in this set make 
inputs of an interval fuzzy logic system and antecedents 
of fuzzy inference rules. This way every feature set defined 
by an expert generates a separate model with an interval 
output, which enables incorporating experts’ experience in 
the decision making process, along with the information 
accumulated in the experimental data set. The multitude of 
models also allows to expand the concept of an expert and 
use automatic or automated informative feature extraction 
procedures alongside human experts.

3. A rule for constructing an aggregated output of the 
system is introduced, which allows to consolidate the results 
multiple models in a single interval. The aggregated criterion 
considers the result of system’s operation over the full input 
vector, as well as the results of all models generated by reduc-
ing the input feature set. The latter procedure is normally 
performed by experts. As a result, the aggregated criterion 
is a generalized interval estimation of the system’s status 
based on data available at the moment, and allows to get an 
idea of the uncertainty associated with the decision taken. 
Intermediate results, i.e. outputs of individual submodels, 
present value in terms of input feature set analysis. They may 
help determine the relation between the final decision and 
whether a particular parameter is considered or dismissed. 

4. A way to integrate third-party models based on other 
decision taking methods and technologies is proposed. An al-
ternative model is introduced, which is based on the modified 
PCM clustering method with interval membership grades. 
Presenting membership grades in interval form allows to 
consider and model uncertainties related to the lack of expert 
knowledge. The latter is especially important in the context of 
cluster analysis as an unsupervised learning technology.
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1. Introduction

Binary code is a general designation of the code, by which 
messages can be transmitted in sequences that have two 
characters (for example, “0” and “1”). In general, the number 
of combinations (codes) of n-digit binary code is equal to the 
number of locations with repetition of n elements by m

mP̂(n,m) n .=   (1)

For a binary code, the number of combinations equals:

nP̂(2,n) 2 ,=   (2)

where n is the digit capacity of a binary code.
The minimum possible number that can be written down 

by such a binary code equals 0. The maximum possible 
number that can be written down by such a binary code is 
determined by the formula

nM 2 1.= −   (3)

Table 1

4-bit binary codes in lexicographical order

Numeric  
(literal) value

Binary code
Numeric  

(literal) value
Binary code

0 0000 8 1000

1 0001 9 1001

2 0010 A 1010

3 0011 B 1011

4 0100 C 1100

5 0101 D 1101

6 0110 E 1110

7 0111 F 1111

These two numbers fully determine the range of numbers 
that can be presented by a binary code (2). For example, 
for an 8-digit binary without a signed integer, the range 
of numbers is 0…255. For a 16-bit code, the range equals  
0…65535.

The examples of binary codes are the code of Gray, Bau-
dot code, Hamming code, ASCII, etc.
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Розглянуто операцію додавання бінарних кодів без 
перенесення. Виявлено, що метод рекурсії забезпечує син-
тез системи бінарних кодів з кільцевою структурою при 
будь-якому початковому коді повної комбінаторної систе-
ми з повторенням, що й дозволяє використовувати обрану 
систему бінарних кодів для операції додавання без перене-
сення. Встановлена оцінка загальної складності обчислю-
вального алгоритму суматора бінарних кодів

Ключові слова: суматор, комбінаторна система з пов-
торенням, бінарні коди, додавання бінарних кодів, каскад-
на схема, клас комбінаторних систем, екземпляр класу, 
тезаурус, логарифмічна складність

Рассмотрена операция суммирования бинарных кодов 
без переноса. Выявлено, что метод рекурсии обеспечивает 
синтез системы бинарных кодов с кольцевой структурой 
при любом начальном коде полной комбинаторной систе-
мы с повторением, что и позволяет использовать выбран-
ную систему бинарных кодов для операции суммирова-
ния без переноса. Установлена оценка общей сложности 
вычислительного алгоритма сумматора бинарных кодов

Ключевые слова: сумматор, комбинаторная система 
с повторением, бинарные коды, суммирование бинарных 
кодов, каскадная схема, класс комбинаторных систем, 
экземпляр класса, тезаурус, логарифмическая сложность
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